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Abstract. Risk perception models attempt to capture how individuals
or groups perceive and evaluate risks, focusing on subjective assessments
rather than quantitative probabilities of occurrence. The aim is to iden-
tify influencing factors that may affect risk perception with the greater
aim of better understanding (cognitive) decision-making processes in risk
scenarios. To operationalise these insights, we apply word embedding
techniques to quantify and assess risk perception information embed-
ded in textual data. This approach, based on large corpora and machine
learning models, allows predicting risk perception from the semantic con-
tent of language(s). This paper complements initial approaches of using
word embedding vector space to forecast risk perceptions scores. We
deepened that understanding by examining how the use of similar words
to given risk terms in a vector space, or context words can provide ad-
ditional information regarding their semantic use. Finally, we applied
arithmetic operations to incorporate cultural and geographical contexts
into risk perception. The results show that adding more words to create
context reduces performance of the models, while using arithmetic op-
erations can provide better forecasts of risk perceptions, and that they
may also be used to further explore cultural or geographic variations in
risk perceptions.
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1 Introduction

The study of risk perception(s) has proven to be important and useful across
various domains such as psychology, sociology and economics, as individual risk
perceptions may significantly influence human behaviour [23]. Risk perception
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does not necessarily refer to the probability of an adverse event occurring, but
rather to the judgement and evaluation of hazards to which they, their institu-
tions and/or the environment are exposed, taking into account individual expe-
riences and beliefs [22, 20]. Understanding risk perceptions is essential to be able
to address any existing knowledge gaps between experts’ risk assessments and
possibly conflicting misconceptions and false beliefs (often those of laypeople) in
a targeted manner to facilitate better-informed (risk) decision-making [17, 7].

Conceptually, explanatory models should reflect the multidimensionality of
risk perception and consider the fact that a single ’objective’ measure of risk can
hardly be defined [24]. This also translates to a strong psychological component
that may influence how we perceive and evaluate risks based on our character,
cultural background, benefit perception, etc. [25, 28, 1, 11]. Here, various psycho-
logical dimensions and variables have been identified that influence individuals’
risk assessment [11, 13, 26]. Here, psychological approaches highlight the role of
cognitive biases, such as the reliance on readily available information, a broader
understanding of risk, or potential benefits, which may influence risk perception
[27, 7]. By analysing this rather complex construct of ’risk perception’, on the
one hand risk literature has been able to identify overarching themes; for exam-
ple, that natural hazards - despite their potentially drastic effects - are generally
rated relatively low compared to technical hazards [28]. On the other hand, for
certain domains specific influencing parameters could be extracted and identi-
fied, e.g. in the area of public health, factors such as trust in government, health
organisations, individual feelings of concern and media exposure [8].

A common tool for ’measuring’ and ’analysing’ risk perception is the psycho-
metric model of risk, which identifies nine risk dimensions which are commonly
used in risk literature [11, 15, 1]. The preferred method of analysis for measuring
risk perception have been surveys in which individuals rate different risk sources
based on the aforementioned risk dimensions. However, classical surveys present
the major drawback of being time-consuming and costly, leading to scalability
challenges. An alternative approach has been to use semantic representations
to describe knowledge and associations that individuals have with various ob-
jects [21]. This approach is based on a renowned linguistic insight where the
distribution of words in language reflects an individual’s knowledge and asso-
ciations across various objects and concepts [4, 5, 2]. When using this method,
a concept such as “football” is represented by a high-dimensional vector. This
allows for measuring the distance of the football vector to the vectors of other
concepts, events, and entities. These word vector models have shown to be suc-
cessful among several areas of application; such as understanding perceptions of
food healthiness and category learning [12, 31] or in predicting human judgement
regarding multiple domains [21]. They have also been applied to historical data
on gender stereotypes and leadership perceptions [2, 6], social media analysis
for real-time monitoring of COVID-19 perception [9], and the mapping of risk
semantics [29].

After the first ’proof-of-concept’ has been provided that word embedding
models can be used to predict risk perception [5]. Thereby, word embedding
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model(s) aim(s) to incorporate the semantic meanings and individuals’ associ-
ations with risk(s). Hereby, we further study this novel method, where we try
to incorporate specific influencing parameters on risk perception. For this, we
combine words similar to the risk sources with them to provide context and ad-
ditional information related to the semantic use of a risk source. Additionally, we
define arithmetic operations to include geographical contextual information on
the risk terms. For that, we specifically examine the information encapsulated in
the 300 dimensions of each vector and assess the impact of several manipulations
of the vector space on the accuracy of risk perception predictions. Furthermore,
we present how word embedding model(s) capture(s) variation in risk perception
and in the words people associate with risk sources across different geographical
regions.

2 Embedding Based Risk Perception Model

We propose a word embedding vector for predicting risk perception, extending
the risk perception model in [5]. We consider a word2vec model that learns a
vector representation of each word using a shallow neural network architecture
[16]. The word2vec model is based on the skip-gram-model, that consists of a
input layer, a projection layer and an output layer to predict the likelihood of
a word appearing in a given context, i.e. sequence of words in a corpus C(w).
The context can take the form of a single word or a collection of words [30]. The
objective function is to maximize the probability of predicting the target word
w given the context words C(w) and parameter set Θ:

argmax
Θ

∏
w∈Text

p(w|C(w);Θ). (1)

This word2vec model is trained in an unsupervised manner on very large data
sets, such as news, that allows the model to learn complex word relationships.
These relationships led to the idea of testing the soundness of embedding spaces
via four-word proportional analogies, typically written as w1 : w2 :: w3 : w4. Each
word is represented by a vector, where it is assumed that the vector differences
between each pair are roughly equal: w2−w1 ≈ w4−w3. Using vector arithmetic,
we obtain w4 ≈ w3+w2−w1. A system selects the word with the maximum cosine
similarity to all the possible words in C(w) - typically excluding w1, w2 and w3 -
assuming all word vectors are unit length [14]. These analogies have been shown
to work more reliably for certain types of analogical word relationships [10, 18].

In this paper we propose a series of words to provide context to the risk
term. We then use word relationships, similarity of words through the word2vec
model, and a set of arithmetic operations to include contextual information to
risk terms. Specifically, we use a pre-trained model on Google news from [19].
This model represents information that each individual is exposed to from news
and is shown to affect risk assessment [7, 26, 8]. Hence, information obtained from
the pre-trained model represents the latent influence of news on risk perceptions.
For the word2vec model, following [5], we define a set of risk sources, where risk
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source i has n ratings provided by each participant in a survey study. We then
map each risk source i in a 300-dimensional vector.

The participants in the survey study assess the riskiness of each risk source
on a scale from -100 (safe) to +100 (risky). Ratings for a specific risk source i
can be denoted as yi1, yi2, ..., yin. For each risk source, the average rating ȳi is
computed to obtain a single continuous measure of risk:

ȳi =
1

n

n∑
k=1

yik, (2)

where yik is the rating of the kth participant for risk source i. The purpose is
to model the ratings ȳi, assigned to each risk source i, with the 300-dimension
vector xin with n ∈ {1, 2, . . . , n}, which represents the value of the source i on
the dimension j of the corresponding 300-dimensional Word2Vec vector [5].

The proposed estimation of risk is a high dimensional regression problem
since the number of independent variables (300 values in each vector) is larger
than the number of observations (200 ratings representing the 200 risk sources).
In this paper we focus our attention on support vector regressors (SVRs) and
ridge regression to address this high dimensionality. We apply support vector
regressions with radial basis function kernels (SVR-RBF):

K(xim, xjn) = e−γ|xim−xjn|2 , (3)

where γ is the spread of the kernel and xim and xjn represent the mth and nth
dimensions of the 300-dimensional vectors associated with risk sources i and j,
respectively. For each risk source i, the Ridge objective function is:

minimize
β

(
|ȳi − xiβ|2 + λ|β|2

)
, (4)

where xi is the 300-dimensional vector of risk source i, yi is the corresponding
risk rating, β is the vector of model parameters, and λ is the regularization
parameter. Hyperparameters SVR-RBF and Ridge are optimized using cross-
validation and grid search, respectively. The model’s performance is assessed
using R2 and RMSE or MSE. For each metric, we perform a paired t-test using
the Shapiro-Wilk test, using the psychometric results as baseline.

We first use the conceptual model to replicate [5], to show that word embed-
ding performs comparably with the psychometric approach with human inter-
views. We then study whether the predictive accuracy of Word2Vec in terms of
risk perception can be enhanced. In order to provide more context and semantic
meaning, we adjust the word embedding to capture the individuals’ psycholog-
ical associations to specific words. The predictive performance of the model is
examined by combining the 300-dimensional vector representation of the corre-
sponding risk source together with the vector representations of the n-closest
words (with n = {1, 5, 10} to the given risk source, using cosine similarity.

In the second part of this study, we consider another aspect of word embed-
ding, namely the ability to use arithmetic operations (or analogies) to modify the
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semantic meaning the vector representation of a risk. The survey participants
reside in the United States, indicating that their ratings represent the lay judg-
ment within this culture. We propose to use arithmetic operations to transform
the semantic representation towards a distinct geographical region, namely an
European perspective. This is performed by adding word-vectors ’Europe’, ’EU’,
’European Union’, to reflect usage patterns or cultural contexts associated with
a risk source in the European context. If there are differences in risk perceptions,
distinct words would be associated with the risk sources.

3 Exploring Risk Perception on Different Risk Sources

3.1 Data Description

We apply the proposed method to the data consisting of 200 risk sources gener-
ated by participants residing in the US without any category restrictions. After
creating these risks sources, they were rated twice in two datasets [5]. The first
rating employed the semantic vector, where participants assessed the riskiness
of each risk source on a scale from -100 (safe) to +100 (risky). The second rating
utilized the psychometric approach, in which participants evaluated each risk
source based on nine dimensions in a seven-point scale: voluntariness, immedi-
acy of death, knowledge to the person exposed to the risk, knowledge to science,
controllability, novelty, the catastrophic potential of the risk, the potential for
fatal consequences, and the amount of dread associated with the risk source [11].

Table 1 presents the summary statistics of the dataset and the two approaches
distinguishing between the set of independent variables (i.e. the semantic 300-
dimensional vectors and the psychometric 9-dimensional vector) and y represent-
ing the dependent variable participant ratings. Rating y, has a high mean and
standard deviation, suggesting a high level of disagreement among participants
in rating risk sources.

Table 1. Summary Statistics

Study Count Mean Std. Dev. Min. Median Max.

Embedding (X) 200.00 -0.00655 0.18123 -0.52171 -0.00649 0.50319
Psychometric (X) 200.00 3.73364 1.17692 1.47003 3.67197 6.18617

Rating (y) 200.00 14.75664 46.61838 -84.30986 21.19405 93.03356

Figure 1 presents a t-distributed stochastic neighbor embedding (t-SNE) for
the 200 risk sources. We observe that semantically similar words are close to each
other in the vector space. For instance, region 1 clearly encapsulates risk sources
related to natural disasters. Furthermore, slightly above region 1, words such as
cold, sun, ice are related to natural effects although they are not perceived as
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natural disasters. In contrast, region 2 encapsulates risk sources strongly asso-
ciated with criminal activities. Similarly, regions 3 and 4 represent diseases and
related concepts, with words associated with physical dysfunctions (region 4).
In region 5, which highlights outdoor sports, words scattered around the region
refer to other sports or to similar vehicles used in region 5.

Fig. 1. Scatter-plot: Risk Sources

3.2 Inclusion of Context

In the first study we enhance the ability of word embedding to capture the
psychological associations individuals attribute to specific words. The predictive
performance of the model is examined by employing the 300-dimensional vector
representation of the corresponding risk source together with the vector repre-
sentations of the n-closest words to the given risk source. The aim is to provide
the model with more context – semantic meaning – to improve its accuracy.

Table 2 presents the out-of-sample comparison between the 1-5-10 most simi-
lar words – without the original risk source – and the benchmarks, psychometric
approach and Bhatia [3]. Even though we increase the predictors from 300 to
3,000 variables, adding the closest words results in worse performance than using
the risk word. Adding the original risk source as a term leads to an improvement
in the overall RMSE score for both models, with ridge demonstrating superior
predictive capabilities. In the latter it is obtained an overall performance com-
parable to the two benchmarks utilized.
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Table 2. Out-of-sample Accuracy: Psychometric and Bhatia (2019)’s study approaches
vs the risk source + 1, 5, 10 closest words

Model - Approach R2 RMSE Approach R2 RMSE

Ridge - Psyc 0.75 22.22 0.75 22.22
Ridge - Bhatia 0.75 22.14 0.75 22.14
Ridge - 1W 0.69* 24.68* R& 1W 0.75*** 22.53***
Ridge - 5W 0.69** 24.95** R& 5W 0.72** 23.44**
Ridge - 10W 0.69** 24.73** R& 10W 0.71*** 23.98***

SVR-RBF - Psyc 0.85 17.13 0.85 17.13
SVR-RBF - Bhatia 0.76 21.97 0.76 21.97
SVR-RBF - 1W 0.66* 25.84* R& 1W 0.72* 23.49**
SVR-RBF - 5W 0.65* 26.53* R& 5W 0.67* 25.44*
SVR-RBF - 10W 0.62* 27.62 R& 10W 0.64* 26.84*

We next compare the model’s performance for each risk source word. These
results are not included in tables or figures for space considerations. Both models
tend to undervalue (overvalue) the risk ratings when they are positively rated
with ratings between zero and 100 (negatively rated with ratings between -1 to
-100). The SVR-RBF model underpredicts more often compared to the Ridge
model, especially for risk sources with higher values. The Ridge model, on the
other hand, leads to more extreme residuals, indicating higher sensitivity to cer-
tain data features. There are some cases where model predictions are unintuitive,
as an example words ‘Trump’ and ‘heroin’. This is potentially due to the dif-
ferences in participants’ risk perceptions, and the model’s objective to assess an
average risk perception in 2.

3.3 Arithmetic Operations

We next investigate the impact of algebraic operations in the embedding space
on obtained results. The aim is to acknowledge that individuals from different
continents or countries may perceive the same risk source differently. For this
purpose, we shift the semantic space toward different geographical areas, and
investigate the model’s ability to capture variations in risk perception and in
the word associated to each risk source.

The proposed arithmetic operations extend the word embedding space by
adding different words associated with Europe and subtracting an equal number
of words related to the U.S. We further incorporate risk-related words, with and
without the U.S. and E.U. words. Finally, a comparative test was conducted
to assess the impact of using seemingly unrelated words such as “fruit, piano,
kitten” versus risk-related words like “risk, danger, perception”. The results are
shown Table 3. The trend observed is consistent across all tests: the model’s
performance began to decline as more words are included, as in the previous
section. This is due to the alteration each dimension undergoes as different words
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are added or subtracted. Such manipulation could mislead the model by changing
the statistical occurrence of the examined word.

Table 3. Influence of Algebra Operations on Model Performance, model evaluation

Model R2 Test RMSE Test Words Used # Words

Ridge 0.75 22.14 Risk 1
SVR-RBF 0.79 20.22 Risk 1
Ridge 0.75 22.14 USA 1
SVR-RBF 0.79 20.28 USA 1
Ridge 0.75 22.14 Fruit 1
SVR-RBF 0.79 20.26 Fruit 1
Ridge 0.75 22.14 USA, Risk, American, Danger, Perception 5
SVR-RBF 0.73 22.98 USA, Risk, American, Danger, Perception 5
Ridge 0.75 22.14 butterfly, bicycle, umbrella, piano, kitten 5
SVR-RBF 0.71 23.99 butterfly, bicycle, umbrella, piano, kitten 5
Ridge 0.75 22.14 USA, Risk, American, Danger, Perception,

Threat, Exposure, Consequence, Insecu-
rity, Unpredictability

10

SVR-RBF 0.55 29.95 USA, Risk, American, Danger, Perception,
Threat, Exposure, Consequence, Insecu-
rity, Unpredictability

10

Table 3 shows that adding risk-related words such as “risk, danger, per-
ception” shifted all risk source vectors towards these new vector representations.
However, these added words did not provide additional information to the model
regarding the precise meaning of each risk source. Instead, they only contributed
to a general representation of risk or danger to each source. This poses a prob-
lem since the risk sources analyzed, being participant-generated, encompass a
wide variety of types, ranging from “Donald Trump” to “cholesterol”. Therefore
a tailored list of words is manually created, each one associated with a specific
source. For instance, for the risk source “anxiety” the related word is “men-
tal health”, and for “anthrax” the related word is “biological warfare”. Each
risk source vector was then augmented by adding its corresponding “tailored”
word-vector, with the goal of providing more context and representation for the
original word.

The aforementioned analysis leads to slight improvements in the results com-
pared to forecasting each rating using the original vector representation of the
risk source. Table 4 depicts the difference – in metric results – between the
original dataset and the “tailored” dataset. A negative R2 or a positive RMSE
indicates an enhancement of model performance due to the application of the
proposed methodology.

We next study the impact of shifting vector spaces towards “American” or
“European” perspectives on risk source predictions and perception, using the
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Table 4. ”Tailored” word embedding analysis, model differ-
ence - evaluation results

Model R2 Test RMSE Test R2 Training RMSE Training

Ridge -0.00776 0.35201 -0.01774 1.87505

SVR-RBF 0.00771 -0.34655 0.00999 -4.57773

addition of “E.U.”, “U.S.” or “USA” word-vectors to risk source vectors. Ta-
ble 5 presents the performance of SVR-RBF and Ridge models when each risk
source is shifted toward the “E.U.”, “U.S.” or “USA” semantic space. Specifi-
cally, it shows the difference in results between using only the original dataset
and from training the model with the original dataset and then testing with the
”American” or ”European” dataset. If R2 (RMSE) is negative (positive), it in-
dicates an improvement of the model performance when using the new method.
According to these results, R2 is mostly unaltered, while the RMSE metric is
highly sensitive to semantic changes. For the “U.S.” dataset, RMSE is nega-
tive, indicating a deterioration of model performance when the new dataset is
employed for predicting the target variable. Conversely, the shifts towards the
”E.U.” and ”USA” contexts resulted in an enhancement of the RMSE metric.
The differences can be explained by [10, 18].

Table 5. “American” & “European” word embedding, model difference – evalu-
ation results

W-vector Model R2 Test RMSE Test R2 Training RMSE Training

U.S. Ridge Regression 0.12203** -6.07677*** -0.00043 -16.91446
SVR-RBF 0.04450* -2.93738** 0.00000 -24.80804

E.U. Ridge Regression -0.02710** 0.37595*** -0.00043 -10.46174
SVR-RBF -0.13678* 6.85712* 0.0000 -15.01354

USA Ridge Regression -0.11477** 5.28553*** -0.00043 -5.55216
SVR-RBF 0.07505* -4.23009** 0.0000 -26.10074

The second part of the analysis investigates visually the geographical shift in
the semantic space through a word-cloud. This word-cloud represents the words
in the Word2Vec vocabulary that are closest to the newly defined “European”
and “American” vectors. The output of this analysis is shown in Figure 2, rep-
resenting the original risk sources, the “European” risk sources, and the “Amer-
ican” risk sources, respectively. In all of the plots the font size of the words is
linearly proportional to the calculated risk association. In this way, bigger words,
in the word clouds have an higher association with risk perception.
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(a) Original risk

(b) U.S. risk (c) E.U. risk

Fig. 2. Word cloud with high risk association

In Figure 2 some words appear consistently across all three representations.
This is not unexpected as the shift in word embedding space is not dominant, a
fact that has been corroborated by the previous computational findings. How-
ever, even though certain words appear in all three word-clouds, their risk asso-
ciations differ since the size of the word varies. Thus a small change in the risk
perception is already capture from this aspect. For instance, the term “gang-
land wars” is larger in the original dataset than in the European one, and it is
even larger in the American cloud. This potentially manifests a distinct percep-
tion and frequency of this risk in Europe compared to the American viewpoint.

In relation to the “European” word-cloud, compared to the original dataset, it
is noticeable that the term “bombing” appears with greater frequency, and there
are unique words such as “suicide”. This could be interpreted as the European
viewpoint placing more emphasis on these aspects of risk, as opposed to other
domains. In comparison with the “American” dataset, there are fewer shared
words, and those that are shared vary in size, further substantiating the tangible
shift that has occurred. The “American” word-cloud displays words with the
largest font size compared to the other two. It incorporates concepts more related
to gangs, massacres, and migrants, which are effectively part of the American
narrative. The word “republican dissident” also emphasises the geographic shift
that has occurred.

4 Conclusions and Future Work

Risk perception models analyse how individuals or groups perceive and evalu-
ate risks, focusing on subjective assessments of the severity and likelihood of
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risks. By understanding how different risks are perceived by the public, we can
aid designing better communication strategies and policies that are tailored to
incorporate public perceptions and concerns.

In this paper we explored the use of word embedding models to infer per-
ceptions of risk from textual data. We studied two different procedures, which
included generating similar word lists for each risk source and performing alge-
braic operations on word vectors. Particularly the use of algebraic operations
on word embedding offers potential to better represent risk perceptions, albeit
with certain constraints. While adding or subtracting words can augment se-
mantic meaning, our study demonstrated that performance could deteriorate
beyond a specific limit. However, altering vector representation with context-
specific words, or shifting the semantic space towards a particular geographical
perspective, led to discernible changes in word associations. This suggests that
algebraic operations can affect model accuracy and potentially improve the rep-
resentation of risk perceptions in more targeted manipulations in certain cases.
While previous methods highly relied on the use of surveys – which limited their
scalability – this novel approach could offer great promise.

As future work we are looking into risk perception scores for text passages or
social media posts, this is an area of application that could have a lasting impact
on future risk communication and allow for much more personalised messaging.
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