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Abstract. This article employs an original hybrid approach to eval-
uate countries, combining the K-means clustering algorithm with the
ELECTRE-III multicriteria ranking method and Monte Carlo simula-
tion. The aim is to rank representative alternatives constructed by the
obtained clusters’ centroids and taking into account the results sensibility
to uncertainties related to the parameters of the modelling. Therefore,
besides grouping the alternatives into homogeneous categories, which not
necessarily are ordered in terms of preference, our approach ranks these
clusters. The approach is applied to a dataset with 12 indicators regard-
ing a prosperity evaluation, namely the Prosperity Index from the Lega-
tum Institute. The results include cluster visualizations, the preference
relations defined by ELECTRE-III, and the resulting ranking. Further-
more, a subsequent analysis is presented using 10,000 simulations that
consider variations in the ELECTRE-III parameters and the utilization
of probability distributions in order to account for uncertainty. The re-
sults demonstrate consistency with expectations, and the robustness of
the rankings is confirmed by the statistics obtained from the simulations.

Keywords: Decision · ELECTRE · K-means · Monte Carlo · multicri-
teria · Prosperity Index

1 Introduction

The analysis of country indicators often involves several conflicting factors, such
as economic growth versus environmental sustainability, social equity versus mar-
ket competitiveness, and short-term gains versus long-term stability. Netherthe-
les, the importance of considering multiple factors other than those economic-
related is increasingly clear, which may include topics such as sustainability [5,
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27], socially responsible investments [3, 9], and life quality aspects [4]. In this
scenario, using mathematical models that combine multiple dimensions becomes
interesting for decision-makers and analysts. By using these techniques, policy-
makers can analyze a country’s situation and compare it to neighboring coun-
tries or even countries with a similar economic situation. In this context, Machine
Learning (ML) [13] and Multiple Criteria Decision Making/Analysis (MCDM/A)
[10] techniques stand out.

ML algorithms can be classified according to how the computer learns to
perform a specific task from data. For example, in Supervised Learning, the
computer learns to label objects based on a set of previously labeled examples
(training set). In the case of Unsupervised Learning, the goal is to discover
and understand patterns in a dataset without initial labels [20, 13]. Tasks com-
monly solved with Unsupervised Learning techniques include clustering, descrip-
tive statistics, and dimensionality reduction [13, 21]. K-means is one of the most
known ML techniques used for clustering. This method organized the data ex-
amples (instances/objects) into clusters according to their similar distances to
the clusters’ centers.

In turn, MCDM/A methods provide a systematic approach to consider eval-
uations of alternatives based on multiple criteria and the decision maker’s prefer-
ences in a decision problem [10]. The types of problems addressed (referred to in
the community as “problematic”) include description, choice, ordering, and clas-
sification [23]. The use of this approach has proven useful for country evaluation,
as observed for instance in studies by [2, 25, 16].

Perceiving the complementary potential between ML clustering algorithms
and MCDM/A ranking methods, a recent work [26] proposed the use of K-
means in conjunction with the well-known ELECTRE-III method [22]. In this
article, we implement this approach by adding a step to deal with uncertainties
in the parameters of ELECTRE III modelling. Hence, the proposal was applied
to analyze countries based on indicators of the Sustainable Development Index
by the Legatum Institute, with a robustness analysis of the ranking obtained by
ELECTRE-III through Monte Carlo simulations with parameter variations of
ELECTRE-III obtained from probability distributions.

The remainder of this work is organized as follows. Section 2 provides a brief
theoretical background with details of the K-means and ELECTRE-III methods.
Section 3 presents the application of the hybrid approach to analyze countries
based on sustainable development indicators. The results are discussed in Section
4. Finally, Section 5 presents the study’s conclusions and prospects for future
work.

2 Theoretic Foundation

At this point, we will define the notation to be used in the article. Some typical
terms from the fields of Machine Learning and Multiple Criteria Decision Mak-
ing/Analysis will be considered interchangeable for the purpose of this study.
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Let A = {a1, ..., am} be a set of m alternatives, and G = {g1, g2, ..., gn} be a
set of n criteria. Let X ∈ Rm×n be a data matrix (decision matrix), where each
row represents an alternative (object, example), and each column represents a
criterion (attribute, dimension). In this study, the attribute vector related to an
alternative ai will be denoted as xi = [xi,1, xi,2, ..., xi,n], which is also the ith

row of the matrix X. The value of alternative ai for criterion gj is given by xi,j ,
i.e., the entry at position (i, j) of the decision matrix X.

2.1 K-means

The K-means algorithm divides the dataset into k clusters. Initially, k elements
are randomly selected as the initial clusters’ centroids, and distances from each
instance of the dataset to each centroid are calculated. Each object is then
assigned to the cluster whose centroid is closest to it. Next, the centroids are
updated by recalculating them based on the clusters obtained in the previous
step. Then, the distances from each object to the new centroids are calculated,
and a new clustering is performed. This process is repeated until there is no
further change in the allocation of objects to clusters or until another stopping
criterion is observed. The K-means steps are organized in Algorithm 1.

Algorithm 1 K-means algorithm, based on [13]

Input: Dataset X, number of clusters K.
Output: Partition of X into K groups.
1: InitializeK centroids by randomly choosingK instances of the Dataset (rows

of X).
2: While the stopping criterion is not met do
3: For each object xi ∈ X do
4: For each centroid xj do

Calculate the distance d(xi,x
(j))

end
Assign xi to the cluster Cj with the closest centroid.

end
5: Update the centroids by calculating them from the clusters formed by the

assignments.
return The clusters and their centroids.

2.2 ELECTRE-III

Proposed by [22], the ELECTRE-III method considers the concept of pseudo-
criterion, using indifference (qj) and preference (pj) thresholds to handle the
preferences imposed by the decision maker(s). Algorithm 2 illustrates the main
steps of the method. The construction phase of the outranking relation comprises
Steps 1, 2, and 3, where concordance and discordance indices are calculated,
and the credibility of the outranking relation between pairs of alternatives is
evaluated. The subsequent steps correspond to the exploration of these relations,
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from which two complete pre-orders of the alternatives are obtained. To achieve
this, two rules are used to order alternatives: descending and ascending.

Algorithm 2 ELECTRE-III Algorithm, adapted from Rogers (2000)

Require: The following inputs are required.

– A = {a1, a2, . . . an}, a set composed by n alternatives or objects to be
ranked.

– F = {f1, f2, . . . fm}, a family composed by m criteria or variablesused
for building the ranking.

– G, a matrix that stores the performance gj(ai) of each ai under each
criterion fj .

– G ∈ Rn×m, a matrix by the scalars, so that gij stores the performance
of the ith alternative ai ∈ A under the jth criterion fj ∈ F .

G =


x1,1 x1,2 . . . x1,m

x2,1 x2,2 . . . x2,m

...
... . . .

...
xn,1 xn,1 . . . xn,m


– W , a vector that contains the importance wj of each criterion fj for

making the ranking.

1: Read the inputs A, F , G, and W .
2: Commpute of the concordance index (C(a, b)):

C(a, b) =

n∑
j=1

wjcj(a, b)

n∑
j=1

wj

cj(a, b) =


1, if gj(a) + qj(gj(a)) ≥ gj(b)

0, if gj(a) + pj(gj(a)) < gj(b)
gj(a)−gj(b)+pj(gj(a))
pj(gj(a))−qj(gj(a))

, otherwise

3: Compute the discordance index (D(a, b))

Dj(a, b) =


0, if gj(b) ≥ gj(a) + pj(gj(a))

1, if gj(b) > gj(a) + vj(gj(a))
gj(b)−gj(a)−pj(gj(a))
vj(gj(a))−pj(gj(a))

, otherwise

where vj : veto threshold for criterion j
4: Calculate credibility degree of the outranking of b by a (S(a, b))

S(a, b) =


C(a, b), if D(a, b) ≤ C(a, b),∀j

C(a, b)
∏

j∈J(a,b)

(1−D(a, b))

1− C(a, b)
, otherwise
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5: Compute the qualification score (λ0) and the cutoff level (λ1)

λ0 = max
a,b∈A

{S(a, b)}

λ1 = λ0 − s(λ0)

where s(λ0) is the discrimination threshold.
6: Obtain the descending and ascending rankings through an iterative process

with updating the value of λ1 and applying the procedures:

D1 = {a ∈ A/qλ1

A = qA = max
x∈A

qλ1

A (x)}

D1 = {a ∈ A/qλ1

A = q
A
= min

x∈A
qλ1

A (x)}

where qλ1

A (a) is the qualification of alternative a in relation to the others;
calculated as the number of alternatives outranked by a under a cutoff level
λ1 minus the number of alternatives that outrank a with the same cutoff
level.

return
The ranking of the alternatives in A.

2.3 Monte Carlo Simulation in MCDM/A

The use of MCDM/A approach to model real problems involves a series of in-
formation that may contain uncertainty. For instance, the data used as intra-
criteria evaluations of alternatives can be imprecise. Also, the application of a
specific MCDM/A method may involve a process of preference elicitation, where
the Decision-Maker (DM) should define some parameters such as weights and
thresholds to be used. The definition of precise values for those parameters may
also add a source of uncertainty in the decision-making process. A technique
that stands out in the MCDM/A literature to deal with uncertainty is named
Stochastic multicriteria acceptability analysis (SMAA), initially proposed by [14]
and extended to SMAA-2 by [15].

To sum up, SMAA uses Monte-Carlo Simulation to compute the probability
of each alternative to be most preferred or to be assigned to a particular rank
or category. Monte Carlo Simulation is a powerful stochastic computing simula-
tion approach used to model complex scenarios by employing the use of random
sampling to obtain numerical solutions, see [24] for a detailed reference. The
approach involves running numerous simulations to approximate the behavior
of a situation. In the case of MCDM/A though SMAA, it is used to emulate the
decision-making process to estimate uncertain outcomes given the uncertainty
in the input data (evaluations and/or parameters). Therefore, different combi-
nations of parameters are tested through the simulated runs, and so, accounting
for possible imprecision in the parameter definitions and allowing the conduction
of sensitivity analyses [18]. For instance, in ELECTRE-III, instead of consider-
ing a specific value for a preference threshold pj = 0.4, one could define this
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parameter as a random variable that follows a probability distribution, let’s say
U(0.35; 0.45).

The SMAA approach has been used combined with a vast number of MCDM/A
methods, including several classic outranking applications. For instance, a SMAA
procedure was proposed for ELECTRE III by [11] and other variants and ap-
plications considering this method are found in [6, 28]. [18] presents a recent
systematic literature review that includes several SMAA methods and appli-
cations to analyze decision-making problems. In this article, the Monte Carlo
method was used to estimate the probability each cluster centroid outranks or
is outranked by the others. Specifically, 10000 runs of ELECTRE III were used
where the weights, indifference, and preference thresholds of the criteria were
sampled from defined probability distributions. Then, the results include the
observed proportion of each possible binary preference relation from ELECTRE
III.

3 A Prosperity Index Assessment

In this section, we apply the proposed hybrid approach to analyze 167 countries
considering 12 indicators regarding the 2023 Legatum Prosperity Index [12].
This institute annually reports the evaluation of countries around the world in
terms of sustainable development. Table 1 presents the criteria, the domain of
each criterion ranges from 0 to 100, and the criteria directions are monotonically
positive, meaning that higher values are preferred.

One can note that the list of criteria includes indicators regarding both eco-
nomic and social well-being. Specifically, the institute divides them into three
groups: Inclusive Societies (represented by g1, g2, g3, and g4), Open Economies
(g5, g6, g7, and g8), and Empowered People (g9, g10, g11, and g12). This kind of
application often presents conflicting criteria/variables. For instance, a country
that shows high performance regarding market conditions not necessarily will
be well-rated when economic inequality aspects are considered. Table 2 presents
a subset of the initial Decision Matrix, including 10 countries alphabetically or-
dered. The complete dataset is available at the Legatum Institute website [12].

The obtained clusters were then ranked with ELECTRE-III outranking method.
Table 4 presents the initially used parameters, which include the weights, in-
difference, preference, and veto thresholds of the criteria. Observe this initial
configuration considered equal weights. Also, to be consistent in terms of the
method, we selected the thresholds so that qj ≤ pj ≤ vj , ∀j. At this point,
see that the determination of all parameters was made in a deterministic way.
Therefore, a unique result is expected from ELECTRE-III.

Table 5 presents the partial ranking obtained by the ELECTRE-III proce-
dure. In this application, it can be observed that two centroids were considered
indifferent by the ELECTRE-III method and shared the second position in the
ranking. Cluster 4, which is ranked in the best position, is mainly composed
of developed countries, mostly from the northern hemisphere, with some ex-
ceptions such as Uruguay, Chile, and Costa Rica. These nations show excellent
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Table 1. Criteria Table

gj Legatum (Prosperity) Criteria Domain Criteria Direction

g1 Safety and Security 0 - 100 max
g2 Individual Freedom 0 - 100 max
g3 Governance 0 - 100 max
g4 Social Capital 0 - 100 max
g5 Investment Environment 0 - 100 max
g6 Business Conditions 0 - 100 max
g7 Infrastructure and Market Access 0 - 100 max
g8 Economic Quality 0 - 100 max
g9 Housing Conditions 0 - 100 max
g10 Health 0 - 100 max
g11 Education 0 - 100 max
g12 Natural Environment 0 - 100 max

Table 2. Decision Matrix

Country g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11 g12
Afghanistan 20.93 31.02 29.47 31.17 30.25 42.01 29.67 33.75 39.74 50.91 27.11 44.11
Albania 74.9 61.59 48.44 47.47 55.17 54.87 61.57 45.44 76.17 73.95 70.07 58.64
Algeria 74.7 39.1 41.96 39.33 38.98 43.05 51.12 39.95 78.24 73.22 59.57 46.29
Angola 61.33 41.13 35.64 39.62 25.24 32.59 34.93 41.81 44.33 49.88 29.61 50.47
Argentina 69.72 76.19 49.52 63.3 49.45 45.28 55.01 41.86 82.08 74.45 69.25 60.41
...

...
...

...
...

...
...

...
...

...
...

...
...

Venezuela 40.45 36.63 13.09 58.3 21.69 20.5 43.34 26.44 69.82 69.61 61.1 62.22
Vietnam 69.1 34.85 47.86 65.97 45.24 52.52 63 60.33 71.8 76.99 66.56 52.09
Yemen 22.6 25.3 18.2 38.44 22.76 33.12 30.93 28.81 41.58 57.45 28.12 44.49
Zambia 66.05 48.29 42.03 50.63 43.2 52.92 35.98 30.93 40.82 57.2 39.04 58.6
Zimbabwe 63.48 37.91 31.66 45.82 28.09 41.03 38.89 37.74 47.34 55.46 56.03 52.53

performances in all pillars. In the last position, Cluster 2 is mainly composed
of countries from the Middle East and Africa that still face many issues related
to security, access to healthcare, and education. Figure 1 illustrates the clusters
obtained for the dataset.

4 Results

All the experiments were performed using the Python programming language.
The scikit-learn library [17] was used for normalization and the K-means pro-
cedure. Also, the PyDecision library [19] was used as implementation for the
ELECTRE-III method. Also, we verified the clustering and ranking results with,
respectively, Visual Clustering [8] and Visual Outdeck [7]apps. Finally, the post-
analysis experiments used random numbers generated with the NumPy.

As a post-analysis of the obtained results, a study of the robustness of the
rankings was conducted. For this purpose, 10,000 simulations of ELECTRE-III



8 D. Lima et al.

Table 3. Cluster centroids

g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 g11 g12
cluster 1 0,67 0,65 0,50 0,56 0,51 0,53 0,56 0,49 0,74 0,72 0,64 0,53
cluster 2 0,43 0,38 0,28 0,37 0,18 0,35 0,14 0,21 0,26 0,36 0,19 0,41
cluster 3 0,66 0,23 0,42 0,52 0,57 0,58 0,63 0,61 0,79 0,79 0,68 0,36
cluster 4 0,88 0,84 0,83 0,71 0,88 0,83 0,83 0,82 0,96 0,88 0,89 0,75
cluster 5 0,51 0,34 0,33 0,44 0,33 0,42 0,36 0,33 0,56 0,60 0,42 0,38

Table 4. ELECTRE-III parameters

Parameter Value

qj , ∀j ∈ {1, ..., 12} 0.1
pj , ∀j ∈ {1, ..., 12} 0.2
vj , ∀j ∈ {1, ..., 12} 0.7
wj , ∀j ∈ {1, ..., 12} 1

12

were performed, varying the input parameters of the model (weights, indiffer-
ence thresholds, and preference thresholds). The weights followed a Dirichlet
distribution, which is defined as a multivariate distribution over the weights
(wj) that ensures

∑n
j=1 wj = 1 and wj ≥ 0,∀j ∈ {1, ..., 12}. The for all crite-

ria, indifference thresholds followed a Uniform distribution U(0.07, 0.13), while
the preference thresholds were sampled from a uniform distribution with val-
ues between 0.17 and 0.23 (i.e., U(0.17, 0.23)). Note that the definition of the
distributions prevents inconsistent cases where qj ≥ pj for any criterion gj .

For each simulation, the binary relationship between each pair of alternatives
(clusters) was obtained. Table 6 presents the frequency at which each result is
found in the simulations, and the robustness of the solutions can be confirmed.
For example, cluster 4, the highest-ranked cluster, presents a P+ binary relation
compared to the others in all the simulations. Observe that cluster 2, which was
ranked in the last position in Table 5, was outranked by the other centroids in
most of the runs, being considered indifferent to the centroid 4 in only 0.03% of
the simulations. Also, it is worth noting that the indifference found in Table 5
between clusters 1 and 3 was confirmed in the majority of the generated simu-
lations. In 66.07% of the cases, there was indifference between the alternatives.
Considering the other simulations, cluster 1 had an advantage in 33.92% of the
cases, while being outperformed by cluster 3 in only 0.01% of the tested scenarios
with the distributions defined in this post-analysis.
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cluster 1 cluster 2 cluster 3 cluster 4 cluster 5 Posição

cluster 1 - P+ I P- P+ 2º
cluster 2 P- - P- P- P- 5º
cluster 3 I P+ - P- P+ 2º
cluster 4 P+ P+ P+ - P+ 1º
cluster 5 P- P+ P- P- - 4º

Table 5. Preference relationships

Fig. 1. Agrupamento de Páıses - Índice de Prosperidade

Table 6. Results from simulation

cluster 1 cluster 2 cluster 3 cluster 4 cluster 5

cluster 1 - P+: 100%
P+: 33.92%

P-: 0.01%
I: 66.07%

P-: 100% P+: 100%

cluster 2 P-: 100% - P-: 100%
P-: 99.97%

I: 0.03%
P-: 100%

cluster 3
P+: 0.01%
P-: 33.92%

I: 66.07%

P+: 99.97%
I: 0.03%

- P-: 100%
P+: 99.91%

P-: 0.06%
I: 0.03%

cluster 4 P+: 100% P+: 100% P+: 100% - P+: 100%

cluster 5 P-: 100%
P+: 97.85%

P-: 0.24%
I: 1.91%

P+: 0.06%
P-: 99.91%

I: 0.03%
P-: 100% -

5 Conclusions

This article presents the application of the K-means algorithm together with
the ELECTRE-III MCDM/A and the Monte Carlo method to analyze a set of
167 countries regarding 12 prosperity indicators. Initially, K-means was applied
to group countries based on their similarities. Then, the centroids of the clus-
ters were ranked using ELECTRE-III. Thus, additional information is obtained
about the groups formed by the Unsupervised Learning procedure.
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The results achieved were consistent with expectations. Initially, a determin-
istic set of parameters was considered and ELECTRE-III could order the clusters
based on the performance of the centroids.

Aiming to explore the uncertainties related to the parameters of the mod-
elling, a robustness analysis was conducted by simulating variations in ELECTRE-
III parameters according to probability distributions, generating results for 10,000
simulations. This analysis confirmed the consistency of the obtained rankings and
the binary relationships resulting from the ELECTRE-III method, as presented
in Table 6.

The application also illustrated how an MCDM/A outranking approach may
add information to the clustering technique. The use of ELECTRE-III also makes
it possible to consider the variables as pseudocriteria through the use of thresh-
olds that account for possible hesitation of the Decision-Maker when determining
his/her preferential information.

5.1 Further issues

We suggest to investigate the combination of our proposal with fuzzy ELEC-
TRE (see [1], and also to compare our results against those that should be
gotten trough dynamic programming and genetic algorithms. Beyond this di-
rection, future work can apply this approach to different datasets, as well as
make comparisons using different procedures, either in the data clustering step
using different unsupervised algorithms or in the clustering ranking step using
other MCDM/A methods. In addition, the results of the hybrid approach may
be compared to MCDM/A sorting techniques and to other methods capable of
obtaining ordered clusters.
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préférences en présence de critères multiples. Cahiers du CERO 20, 3–24 (1978)

23. Roy, B.: Multicriteria methodology for decision aiding. Springer New York, New
York (1996). https://doi.org/10.1007/978-1-4757-2500-1

24. Rubinstein, R.Y., Kroese, D.P.: Simulation and the Monte Carlo method. John
Wiley & Sons (2016)

25. Siksnelyte-Butkiene, I., Streimikiene, D.: Sustainable development of road trans-
port in the eu: Multi-criteria analysis of countries’ achievements. ENERGIES
15(21) (NOV 2022). https://doi.org/10.3390/en15218291

26. de Souza, R.L.S., Costa, H.G.: K-means and multicriteria decision aid ap-
plied to sustainability evaluation. In: Abraham, A., Piuri, V., Gandhi,
N., Siarry, P., Kaklauskas, A., Madureira, A. (eds.) Intelligent Sys-
tems Design and Applications. pp. 1198–1208. Springer International
Publishing, Cham (2021). https://doi.org/10.1007/978-3-030-71187-0 111,
https://link.springer.com/10.1007/978-3-030-71187-0 111
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