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Abstract. This study investigates the proliferation of hate speech on
Twitter (now known as X) within the Portuguese-speaking community,
utilizing Social Network Analysis (SNA) to examine tweets from 2021
to 2022 flagged for hate speech content. Our analysis, grounded in a
dataset annotated for direct and indirect hate speech, offensive speech,
and counter-speech, aims to unravel the linguistic patterns and the spe-
cific targets of online hate. Employing network science methodologies, we
dissect the structural dynamics of these interactions, focusing on the in-
fluence of central nodes and the formation of communities that facilitate
the spread of hate speech. Key findings highlight a prominent volume
of hate speech directed towards minority and vulnerable groups, with
significant discourse around LGBT rights, racism, xenophobia, and dis-
crimination against the Roma. The study underscores the critical role of
online communities and influencers in the dissemination of hate speech
and suggests a pressing need for effective monitoring and intervention
strategies. Our research contributes to understanding the complexities of
online hate speech and offers insights for developing tools to counteract
its spread, aiming to foster a safer and more inclusive online discourse.
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1 Introduction

Twenty-First Century society has the answers to all questions in a distance of
a click where information has become accessible for everyone, everywhere at
anytime. Social media more than a place to find information, is a place where
we can communicate with each other, and with that come some problems that
only few could anticipate.

Nowadays there is a growing problem related to hate speech, access to the
internet has become easier than ever, allowing people to communicate and in-
teract more on an online context, and with a larger community. The greater the
number of people involved, the greater the possibility of starting a disagreement
that can lead to the use of hate speech and, due to the already established net-
work, increase its dissemination which encourages its use [7]. This study seeks to
analyze a set of tweets that were selected based on certain keywords that may
suggest the presence of hate speech. In the dataset, there are tweets published
between 2021 and 2022 and with those, we aim to identify patterns and trends
in the use of the language in those tweets. The main goal is to get important
insights into how hate speech is disseminated in the Portuguese online environ-
ment so that we can apply actions in key places to mitigate it in the best way
possible.

With the increasing usage of social media, Social Network Analysis started
to be a huge asset to organizations so they can better understand their targets.
Because of that SNA is becoming increasingly important in understanding and
analyzing these networks [6]. This technique has been applied in various fields,
including marketing [I7] and risk analysis [14]. This branch of network science
is a synonym for analyzing interaction structures, such as graphs, by indicat-
ing objects that interact and how they do it. Social network analysis is a “fit
method for studying dynamic and transient social contexts” because it uses a
geometrical approach where individuals (users) are represented by a node and
their connections or relationships by an edge that connects two individuals [12].

Hate Speech is defined as a type of communication that disparages a group
based on race, ethnicity, gender, or other characteristics and its presence in
our society is a growing concern in both traditional and online media [4]. It
is often targeted at vulnerable or minority groups [8], and its prevalence has
led to increased research in the field, particularly in the areas of regulation,
computational linguistics, and discourse analysis [8] [1§].

2 Literature review

In this literature review, we focus on the analysis of hate speech on social media
using networks for this purpose. This part of our work is very important to
find information about methodologies and challenges prevalent in this field. We
limited our search to studies that explore the analysis of "Hate Speech” and
”Social Networks”, excluding topics of ”Deep Learning” and ”detection” as it is
not the focus of our work.
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Because of the growing problem which is the propagation of hate speech on
the Internet in [I1], it is aimed to understand how hate speech spreads on dark-
web forums and at which speed can it influence people for that they combined
the following techniques: sentiment analysis, social network analysis, and graph
theory. In this article the sentiment is treated as a disease so they can study its
spread and to see how effective their approaches are in mitigating it.

During the height of the COVID-19 pandemic, we have witnessed a significant
increase in hate speech (specially anti-asian) on social media, which has become
a problem worthy of study [I0]. This phenomenon has been exacerbated by social
isolation, which has left us with little more to do than engage on social media.
This context has generated a greater need for online interaction, thus fueling the
spread of hate speech.

In [5], it focuses on Covid-19 vaccine discussions on Twitter and Parler.
A Detoxify model was used to create an index that translates the presence of
toxicity in a text with a score. By using NetworkX and creating co-hashtag
network graphs both Twitter and Parler dynamics were compared but to taper
off the study they filtered the dataset to only tweets or posts that had more
than 0.5 on the toxicity score. After their toxicity analysis Twitter was defined
as more toxic than Parler in almost all the cases. The use of social network
analysis came to define clusters of users also known as communities, and even a
misinformation echo chamber was founded.

[1] investigates how conversations on Twitter about gender and sexual iden-
tities had origins and which characteristics they have, for that they collected a
sample of over 1 million tweets (referring to one year) related to women’s rights,
the LGBTIQ+ collective and trans people. They applied network theories to be
able to carry out the study, and using the Louvain algorithm they could ana-
lyze the presence of groups highly interconnected and without clear references,
they also could find the presence of coordinated networks that propose to cause
damage and provoke confrontation, but also other groups such as queer, trans,
feminists and LGBT groups.

Gephi is a great tool to calculate various network measures, to visualize the
networks and even to apply filters to it [2], in [20] it was analyze the informa-
tion propagation path using Gephi’s tools. The retweet relationship was directly
related to topic diffusion behavior and therefore it translates better the willing-
ness of the users to spread it, because of that retweets are studied here over
“likes” or “comments”. They choose an approach of analyzing centrality metrics
to better understand which accounts are the main influencers on the spread of
information, so in the end, they could understand how social bots take part in
that.

Still on the topic of social bots and their roles in hate speech dissemination,
[16] suggests an interdisciplinary study combining computation with philosophy
and sociology to better understand and model their behaviors. The conduct
of 5 opinion leaders was analyzed around key events such as the start of a
massive protest in Chile at the end of 2019. Using different techniques including
descriptive, quantitative (data aggregation, centrality measures, and statistical
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analysis), and qualitative (text analysis) techniques they analyzed user profiles,
their activity, and their content which led to the identification of hundreds of
social bots that were specifically created to spread ideological ideas. This analysis
found out that Chile’s right wing may have made up bot accounts, acting as
amplifiers of the speeches spread by specific political leaders, presumably created
to function as echo chambers in political campaigns.

Some network metrics, such as various types of centrality metrics (n-degree,
eigenvector, k-shells, betweenness, and closeness), were used by [19] to measure
the relevance of each selected user. Besides that it was analysed which linguistic
indicators of the extremist discourse are the most used and if the use of this type
of discourse increases the relevance of the actor in the network. Therefore, the
tweets content was analyzed by looking into the linguistic indicators used and
tone of the text using LIWC and VADER. To validate their hypothesis of the
existence of a relationship between user relevance and the use of abusive discourse
they test it on texts about other topics. They came up with the conclusion
that the retweets received by high relevant users had more aggressive, racist,
supremacist and group-directed type of language.

The impact of fake news about minorities on the existence and rise of hate
speech directed at those same minorities was explored by [3]. They apply a three-
step routine to analyze that, which consists of one survey to analyze the society’s
opinion, a social network analysis to understand the dissipation of the content,
and lastly, an experimental survey to recognize how people interact with these
types of contents and if they actually believe in that or not.

The dimension and the authors of online hate, harassment, and abusive
speech opposing Iranian emigrants were investigated by [9]. This study is based
on two pillars: qualitative interviews and a quantitative analysis of related in-
dividuals’ Instagram accounts. The quantitive approach explores how violent
speech spreads, who are the main responsible users for that, and which patterns
of information dissemination are found. All this is done as an attempt to miti-
gate the voices of users who tend to use Instagram as a place for practicing hate
speech, with less violent and hateful content people are less encouraged to hate
and their minds can actually change when it comes to Iranian emigrants.

The [I3] principal aim is to create an intelligent system that can identify and
monitor hate speech on Twitter. For this study, we are particularly interested in
the automatic Social Network Analyzer that uses graph theories to identify social
structures. This analyzer creates visualizations such as word clouds and users’
mentions graphs that help understand more visually the dissipation of hate in
this social network. This tool can be an excellent addition to state organizations
that aim to prevent hate speech because with this they can monitor hate without
having to have technicians who understand network analysis.

3 Data Collection

Twitter data potentially related to four target groups (Roma, Racism, Xeno-
phobia, LGBTQI+) was accessed using the Twitter API. We compiled a list of
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259 keywords associated with these target groups to retrieve tweets containing
these keywords. To select potential targets, we consider first only the unambigu-
ous words corresponding to 174 entries. The ambiguous words were not selected
in this first retrieval since they can have different meanings depending on the
context. Ambiguous words were associated with insults from a predefined list
with approximately 800 entries. Data collection was limited to a two-year span
from January 1, 2021, to December 31, 2022. The language was filtered to Por-
tuguese, predominantly resulting in Portuguese from Brazil (pt-br) instead of
Portuguese from Portugal (pt-pt). To ensure geographical relevance, the collec-
tion was narrowed to tweets posted in Portugal. Additionally, conversations to
which the tweets belong were retrieved, focusing only on those with a parent
tweet published in Portugal. The conversation tweets were also collected using
the API with its specific filter. A third extraction involved creating a list of
unique conversation IDs and retrieving tweets with those IDs to link them to
the parent tweet that initiated the conversation. The final dataset consists of
conversations only, with a parent tweet published in Portugal, resulting in 29531
tweets.

4 Data Annotation

The set of 29531 tweets was annotated by an interdisciplinary team of researchers
with backgrounds in language sciences and social psychology, who meticulously
identified various linguistic elements within its content. These annotations in-
cluded spotting instances of direct hate speech, indirect hate speech, counter-
speech, and offensive speech. Additionally, the annotators identified the target
mentioned in messages, shedding light on the intended recipient or subject. Each
tweet can have more than one type of speech, depending on the context and con-
tent.

After the annotation, we did a preliminary analysis that showed the preva-
lence of tweets with no toxic or toxic-related speech, representing almost 83%
of the dataset. Regarding the distribution of speech types in the dataset, Direct
Hate Speech and Offensive Speech have a small representation. However, the
values rise when looking into Indirect Hate Speech and Counter Speech.

5 Social Network Analysis

We aim to find if there are any communities by analyzing the interactions be-
tween users. In this network, each node represents a different user that is present
in our dataset and each edge between nodes is a response from one user to
another, these edges are directed, starting from the user who is replying and
ending with the user which the other was replying to (source: user_id; target:
in_reply_to_user_id). Because each interaction between users can have a different
approach we decided not to merge parallel edges, this way every edge has the
same weight of 1.
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Table 1. Whole Graph Metrics.

Number of Nodes 9 952
Number of Edges 24 532
Average Degree 2.465
Network Diameter 7
Average Path Length 5.53
Average clustering coefficient 0.063
Modularity 0.883

Our network has 9952 nodes and 24532 edges and most of the graph is con-
nected, but around it, we can see some isolated groups. Figure [l| shows the
directed graph of all the tweets collected, except for those that either replied
to a tweet that subsequently became unavailable or is just a parent tweet but
with no reply available, this graph is analysed in Table |1} We can see that there
are three groups that behave in completely different ways. The central core is
practically all interconnected, which means that it ends up functioning as kind of
a community. Around it, we can see small clusters that represent small groups
of people who interact only within that circle. And finally, even further away
from the center, the users that only had responses from themselves and were not
connected to any other node.

Density: This network has a very low-density value, 0.000159, so it is categorized
as a sparse network. This means that the number of links in the network is much
lower than the maximum possible in this network. In general, real networks tend
to be sparse [I5], meaning that they cover a large area but they are not well
connected.

Diameter: The Diameter of this network is 20, which means that the maximum
number of edges you have to traverse to get from one node to another in the
shortest way possible is 20. This number might indicate that there are certain
nodes that are not directly or closely connected to most other nodes which can
affect the efficiency of information flow or communication in the network.

Degree: Most of the nodes have a low degree, while the nodes with a higher
degree are less frequent. Apart from these outliers which have a high degree, we
can say that the network is homogeneous. The average degree of this network is
2.465, which means if every node had the same degree it would be 2.465, but the
problem with averages is that most of the time is not representative of reality, in
this case, there are even nodes with a degree greater than 100. Additionally, it’s
crucial to mention that the degree distribution follows a power-law, indicating
that the network is scale-free, as expected. This property is highly significant in
Network Theory as it determines the behavior of the complex system, offering
insights into its structure and dynamics.
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Fig.1. Graph Representation of all the Conversations Data.

5.1 Giant Component Analysis

The giant component, as represented in Figure [2 contains approximately 69%
of all the nodes in the original graph and 76% of the edges, which translates
into 6852 nodes and 18676 edges. These numbers mean that the central core
is more connected than the peripheries, as it has more edges for fewer nodes.
In this network, all the nodes are connected, so there is no isolated node. This
graph ensures the flow of information because there are no isolated nodes. This
central core has a high significance on the graph, this means that any alteration
in that may have a big impact on the network’s dynamics. For example, if we
remove the highest degree node there is going to be the need to reconfigure
the communication pathways, which might affect the efficiency and speed of
information flow dissemination.

Betweeness Centrality Analysis: In network analysis the Betweenness Cen-
trality measure is highly used to identify the importance of a given node within
the network. The importance of the node translates to how many times this node
acts like a bridge or intermediary in the path between the other two nodes. The
nodes with higher Betweenness centrality are normally used as a way to get a
wider audience and as a connector between different clusters within the network.
Frequently these users are opinion leaders. In our network, we can highlight a
few users that fit in that description, as shown in Figure [3] Looking at the rel-
ative magnitude of the Degree Centrality (normalized in the dataset), shown in
Figure [d] we can see as well that these users are well involved in the discussions,
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Fig. 2. Graph Representation of the Central Core.

however their daily Twitter usage is not relatively very large, neither their pop-
ularity measured by the relative number of followers, in comparison with other
users in our dataset. To support this analysis we performed betweenness central-
ity correlations with centrality degree, as well as with the number of followers
and the number of tweets posted, which were 0.89, 0.02 and 0.04, respectively.

5.2 Peripheries Analysis

This part of the network is highly disconnected with just a few clusters of users
that seem to create a small community. The peripheries of the graph represent
small conversations between users and constitute around 30% of the whole graph.

From now on we will proceed with the study with only the data from the
core of the graph, we decided to use this approach so we can focus our study
on a group of people that is more present in the community and that is more
connected in-between.

Fig. 3. Graph Representation of the Betweenness Centrality on Central Core.
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Fig. 4. Relative Magnitude of Betweenness Centrality, Degree Centrality, Number of
Followers and Number of T'weets Posted of the top 10 nodes

5.3 Hate Speech Analysis

Around 12% of the users were involved in an exchange of tweets that indicated
the presence of hate speech either direct or indirect. In this hateful subsection of
the graph, we have 1181 users who are involved and 1575 edges that represent
their interactions. Furthermore, the previously analyzed users with the highest
betweenness centrality are present in this graph, represented in Figure 5] which
may indicate a huge problem for the dissipation of hate in social media.

Fig. 5. Graph Representation of Hate Speech in Central Core.

Density: This sub-network has a still low-density value, 0.001, but it is way
higher when compared with the whole graph, nevertheless it is still relatively
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sparse, as the proportion of edges is quite low compared to the total number of
possible edges in the graph.

Diameter: The Diameter of this subsection of the network is 10, which is less
than the diameter of the whole graph. This decrease indicates that the nodes in
this subsection are relatively more closely connected compared to the rest of the
network.

Degree: With this filter to only study the users and edges related to hate speech,
the graph became better connected because a lot of the not-so-many active users
were deleted. While better connected it does not mean that it will have a higher
average degree, in this case, the number decreases to 1.334 which means that if
every user had the same number of edges attached, this number would be 1.334.
Hate Speech Types: The hate speech can either be direct or indirect, before
analyzing which are the cases in our study, it is important to better understand
both of these definitions. Both forms of hate speech are extremely harmful and
can lead to violence and other forms of discrimination, but there are some dif-
ferences between direct and indirect hate speech. Direct Speech is more explicit
where the bully uses abusive, toxic, and derogatory language to put people down.
On the other hand, indirect hate speech is in a more subtle form, for example,
it can be in the form of a joke, metaphor, euphemism, or rhetorical question. In
our data, about 6% of the interactions use indirect hate speech, and almost 2%
use direct. This may look like a small number, but in the case of hate speech
even one would be a problem.

6 Conclusions

Our study of hate speech on Twitter, using network science, shows how com-
plicated and connected online interactions can be. We looked at how users on
Twitter interact with each other and found patterns in harmful speech. Our re-
sults revealed a complex structure of social networks on Twitter, highlighting
the existence of three distinct groups that have different behaviors: the central
core, the peripheries and the isolated users that are not connected with central
core. This characterization reveals the complexity of interaction dynamics and
the possibility of opinion bubbles forming or hate speech spreading within these
groups.

We also found that users who connect different groups, known as having
high betweenness centrality, can help spread hate speech. To fight against hate
speech effectively, we need to use multiple strategies. These should focus on
both stopping users who spread hate speech and cutting off the paths that help
spread it. This approach is key to reducing hate speech on social media and
making online spaces better for everyone.

Lastly, our research contributes to the broader academic and practical do-
mains by elucidating on the dynamics of hate speech propagation in portuguese
online social networks. The insights obtained from this study offer valuable
knowledge for researchers, policymakers, and practitioners committed to make
efforts to address online toxicity and promote healthier and peaceful digital
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communities. By understanding the mechanisms supporting hate speech dissem-
ination, we can develop more targeted interventions to prevent its proliferation,
ultimately promoting a safer and more inclusive online discourse.
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