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Abstract. Detecting bots on social media platforms is a major cha-
llenge, as these automated entities are constantly evolving to evade de-
tection. In this study, we investigate the main features that contribute
to the difficulty of bot detection. Leveraging the TwiBot-20 dataset, we
analyze the characteristics of misclassified accounts and explore the rea-
sons behind their erroneous classification. Our approach combines feature
engineering, Machine Learning with Random Forest, and the interpreta-
tion of model predictions using SHAP (SHapley Additive exPlanations)
values. We employ clustering techniques to identify patterns in feature
contributions and provide insights into the complexities of distinguish-
ing between human and automated accounts. Our findings highlight the
nature of bot detection and the need for advanced methods to address
the problem of social media manipulation.
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1 Introduction

The rise of social networks has transformed how people interact and engage on-
line, creating ecosystems where automated programs, or bots, play a significant
role in emulating human behaviour. While these bots can offer benefits, such
as automating tasks for journalists or providing customer service [1], they also
pose significant risks. The mass dissemination of political messages, fake news,
and malicious links by bots has emerged as a potent tool for influencing and
deceiving individuals at scale [2, 3].

Bots have become increasingly sophisticated, blurring the lines between hu-
man and automated activity. Although bot detection has received considerable
attention from researchers in recent years [5], the challenge remains due to the
evolving tactics used by bot creators to evade detection. The latter has served
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as the motivation for this study. It has been observed that there is a need for
information about the characteristics that make the task of detecting bots so
complex. This article contributes to that need in the following ways:

— We provide an overview of the current state of the art in bot detection and its
challenges, gaining detailed insight into one of the most widely used datasets
in the bot detection literature using data science techniques.

— We provide valuable information and conclusions about the patterns found
in the misclassified elements of this dataset to serve as a generalisation of
the problems that can be found in bot detection.

— We use explainability techniques to provide a clear visual representation of
the key features and how they contribute to bot detection, in order to gain
knowledge about these accounts and improve future detectors.

The rest of the paper is organized as follows. In Section 2, we offer a com-
prehensive review of research that shares a similar approach to ours. Section 3
provides an intricate exploration of our methodology. The core of our investiga-
tion unfolds in Section 4, where we conduct a thorough analysis of the impact
of various features on bot misclassification. Concluding remarks are presented
in Section 5.

2 Related works

The understanding of what constitutes a bot in social media varies among re-
searchers, leading to different definitions and classifications. Some define bots
based on their level of automation, while others emphasize their similarity to
human behaviour [9, 18]. Despite these variations, there is consensus that social
media bots are accounts with a certain degree of automation, interacting within
the social space [1,9,13,14]. Understanding and defining these characteristics
are crucial for developing effective bot detection mechanisms.

The literature distinguishes between three bot detection techniques: feature-
based, graph-based and crowdsourcing techniques [8]. Among these techniques,
feature-based methods are the most widely used. These methods leverage ac-
count metadata and user-generated content to identify bots. They can be cate-
gorized into account-based, content-based, and hybrid methods according to the
area in which they are used [13].

Many datasets have been collected for bot classification. A public list of a
large number of them can be found in the official Botometer repository [19].
Two of the most recent datasets are TwiBot-20 [7] and Twibot-22 [6]. These
datasets have a variety of types of bots to detect, as well as the relationships of
these accounts to other accounts, making it possible to implement graph-based
methods. Despite the large number of bot detectors developed on these datasets,
there is a significant percentage of accounts that are misclassified.

There are numerous works that perform feature engineering to enrich the
classification of bots [4, 10, 16] but to our knowledge there are no articles that
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study and evaluate which features influence the misclassification of these ac-
counts, being this research the first approach for the profiling of undetectable
bots in online social networks.

3 Owur approach

The problem we face is a classification problem where we have a set of users
U, denoted U = {uq, ua, us, ..., un }, and a set of tweets T for each user denoted
T, = {t1,t2,t3,....tm }. The goal is to make a prediction with binary variables,
where y(u;) = 0 implies that an account is real and y(u;) = 1 implies that the

account is a bot, where ¢ € {1,...,n}. We denote the set of true labels as Y,
where y; is the true label for the i-th instance
Y:{ylayQu"'7yn} (1)

and the set of predictions as Y, where ¢; represents the predicted label for the
i-th instance

?:{ylag%"'agn} (2)

The final aim of this paper is to study the features and behaviour of the set
where predictions and true labels differ. We will denote this set as E' and define
it as follows:

E = {ui [ 9: # yi} 3)

3.1 Methodology

The dataset chosen for this experiment is the Twibot-20 [7], this decision is
justified because it is one of the most recent datasets, along with the Twibot-
22 [6], and unlike the latter, many more studies have used the Twibot-20 to
date, thus providing us with more comparative results. Furthermore, despite the
number of bot detectors tested in this dataset, the maximum accuracy obtained
is around 87% [6, 11, 12], making it an excellent candidate for studying why there
are still bots that we can not classify.

SHAP Values Dimensionality
Extraction Reduction

Model +
Raw » Preprocessed » . e » » 2D SHAP
Data Do Misclassified SHAP Values Values

Preprocessing Training/Predict Clustering

Data

Fig. 1: Methodology flow diagram

The step-by-step process we have followed can be seen in Fig. 1. We initiate by
preprocessing the dataset, involving data cleaning, categorical variable encoding,
handling missing values, and numerical feature scaling. In order to enrich the
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dataset and improve the results, we have selected some additional features from
other works that have been shown to have some influence on the performance of
their respective models [19]. These attributes are inferred from the information
we already have, and we classify them as follows:

— Features inferred from the user account:

(reference_date — timestamp).dt.total _seconds()
86400

(4)

user_age =

statuses_count
tweet,freq = W (5)

ll - t
followers_growth_rate = Jollowers-count
user_age

jends_ t
friends_growth_rate = Jriends-count

user_age
ites_ t
favourites_growth_rate = favourites-coun (8)
user_age
listed.- t
listed_growth_rate = Asec-count (9)
user_age

followers_count

ollowers_friends_ratio = 10
/ / friends_count (10)
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For the classification task we chose Random Forest. Random Forest is a
machine learning algorithm widely employed for bot detection in social media
platforms due to its effectiveness. It reduces overfitting by combining predictions
from multiple decision trees and is less susceptible to noise and outliers present in
the data. But there is another reason why it has been chosen: its explainability.
Random Forest provides the predictive value of each feature and the final decision
tree can be visualised.

Furthermore, we employ SHAP (SHapley Additive exPlanations) [15] values
to provide insights into the key features influencing the model’s predictions.
SHAP values offer a comprehensive explanation of individual predictions by
computing the contribution of each feature.

Finally, clustering was also performed on these SHAP values to identify pat-
terns in the features. This approach aimed to facilitate a deeper understanding
of their interactions and impact on the model’s predictions. The clustering al-
gorithm used is DBSCAN (Density-Based Spatial Clustering of Applications
with Noise) which is particularly advantageous in scenarios where the data ex-
hibit varying densities and irregular shapes of clusters. In order to perform this
clustering, a dimensionality reduction technique has been applied, specifically
UMAP (Uniform Manifold Approximation and Projection) [17]. This technique
was chosen over PCA (Principal Component Analysis) due to the high dimen-
sionality of the dataset and the existence of non-linear relationships between its
features.

4 Results and discussion

In this section, we will visualise the results of our analysis. We will present the
results of the model, the general SHAP plot, the clustering performed and some
SHAP plots of the most representative elements of each cluster.

The results of the Random Forest model, using a cross-validation with 10
partitions, gave us a mean accuracy of 0.8179 and the confusion matrix of this
model can be seen in Table 1. As we can see, the model is significantly more
likely to be wrong in its prediction of a human when the account is a bot.

Predicted Class
Negative|Positive|Total
Negative| 378 165 543
Positive 50 590 640

Total 428 755 1183

True Class

Table 1: Confusion Matrix of TwiBot-20 using a Random Forest.

From this model, a general SHAP plot has been made to identify which fea-
tures are the most important and how they affect the classification. This graph
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can be seen in Fig. 2. In the graph, it can be observed that account verifica-
tion is a good way to determine whether an account is real, but we can also see
that a high average number of URLs in tweets contributes to an account being
considered a bot, the same is true for the number of hashtags, the number of
mentions and the number of friends. The opposite is true for the average number
of emoticons per tweet. Looking at features like followers_friends_ratio, follow-
ers_count, listed_count, followers_growth_rate and listed_growth_rate, we can see
how high values contribute to the prediction of a human account but, when these
values are low, the contribution to the prediction can be a bit more ambiguous.
Another interesting feature is geo_enabled, looking at this feature we can see that
when it is true it contributes to the prediction of a human account, on the other
hand when it is false it contributes to the prediction of an automated account.

High

I

verified oo memmema———
num_urls_mean
followers_friends_ratio
num_hashtags_mean
num_mentions_mean
followers_count
listed_count
followers_growth_rate
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friends_count

Feature value

user_age
has_extended_profile
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Fig. 2: Training data general SHAP plot.

As can be seen in the confusion matrix in Table 1, there are 215 misclassified
elements. In order to get information about the reason for this misclassification,
these elements were extracted and the SHAP values of each of them were ob-
tained. By applying UMAP, a clustering was carried out, which can be seen in
Fig. 3.

The estimated number of clusters using DBSCAN is 5 and these clusters
cover the 86% of the misclassified data. From each cluster, some representative
elements have been selected and their SHAP plots have been visualised to obtain
information on the contribution of each feature in the prediction. We selected
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Fig. 3: Clustering of SHAP values applying dimensionality reduction.

these elements from those closest to the centroid of each cluster and, by visual-
ising them, we verified that they were similar to their neighbours and therefore
representative of the cluster. These plots can be seen in Fig. 4 and Fig. 5. The
clusters found are the following:

Cluster 1. Looking at the elements of this cluster in Fig. 4, we can see a
pattern: the average number of URLs per tweet contributed to the bot class
prediction. In the left graph we can see an incorrect prediction of an account
that is actually a bot. In this case, the average number of URLs contributed to
the correct prediction, but not enough, while all other features contributed to
the incorrect prediction. The graph on the right shows an incorrect prediction
of a human account. In this case, the average number of URLs was the cause
of the model’s failure. Most of the other features have contributed correctly to
the prediction. Looking more closely at these two accounts, we realise that the
number of tweets is extremely low (i.e., 2 tweets in the first account and 3 in the
second), if there are not enough tweets some metrics may not be informative, in
fact, they may cause the model to fail.

Cluster 2. The common element between the members of this cluster, as we
can see in Fig. 4, is the contribution of the average number of mentions per tweet
to the prediction of the human class. As in Cluster 1, we can see an incorrect
prediction of a real account in the left part and an incorrect prediction of an
automated account in the right part. The graph showing the incorrect prediction
of a human shows that both the average number of mentions and the average
number of URLs were decisive features for the failure of the model, whereas in
the misclassification of the bot, the average number of mentions contributed to a
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Fig.4: SHAP values of some representative elements from clusters 1, 2 and 3.
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good prediction, which ended up being wrong because of the average number of
hashtags. Looking more closely at both examples, we can see that the left graph
is about a bot that covers sports events. This bot posts mostly plain text with no
URLs and moderate mentions. The right graph is a real account promoting an
event using a hashtag. This information suggests that while certain patterns are
used more often by bots or human accounts, their absence does not necessarily
indicate the opposite. A bot may post many tweets without using URLs and
mentions, and a real account may use hashtags to promote its event.

Cluster 3. This cluster (see Fig. 4) does not have such a clear pattern
among its elements as the previous ones, but if we examine its elements we can
see that the features related to followers and friends tend to be the ones that have
contributed the most to the prediction. Following the same procedure we can see
that in both graphs most of the features contributed to the wrong prediction.
Looking at these cases in more detail, we realise that there are accounts where it
is difficult to determine a label. There are accounts for memes, political opinions,
influencers and others that could have been automated accounts at some point.

= num_mentions_mean T 57559 - followers_count 005
)5 = num_uris_mean [ | o ] num_hashtags_mean 0,04
followers_friends_ratio +0.02 followers_friends_ratio 004
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19 other features j+0 19 other features B
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Cluster 4 Cluster 5

Fig.5: SHAP values of some representative elements for bot incorrect prediction

Clusters 4 and 5. Finally, Fig. 5 shows one element from Cluster 4 and
one from Cluster 5. These clusters do not contain bots and are composed only of
misclassified examples of real accounts. In Cluster 4, we can see how the average
number of mentions and the average number of hashtags per tweet contribute
to the model assigning the bot label to the account. This is true for almost all
the elements in this cluster. Inspecting this account further, we can see that
it is a journalist and activist who uses mentions and hashtags very frequently.
In Cluster 5, we can see how the average number of hashtags and the average
number of URLs condition the model, this time correctly, towards the prediction
of being a bot. In this example we encounter the same problem as with the
elements in Cluster 1, i.e. the account does not contain enough tweets.
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From the information obtained about these patterns, we can draw some con-
clusions:

1. Many of the metrics based on user content are misleading if the number of
posts by that user is insufficient. One possible way to solve this problem is to
set a threshold of a minimum number of posts when evaluating accounts and
to take other types of posts into account. This could be done by setting a
minimum number of posts when evaluating accounts and taking other types
of characteristics into account.

2. While the number of URLs, mentions and hashtags are often anomalous
characteristics of automated accounts, they are not sufficient evidence that
the account is a bot. There are accounts that make unusual use of these tools
and that does not necessarily mean they are bots.

3. There are accounts that are really complicated to classify, even for a human,
and there are also outlier accounts such as streamers, influencers, actors, etc.
Including more accounts of this type could be an interesting option for the
model to consider.

5 Conclusion

The study presented in this paper offers insights into the challenges of detecting
bots on social media platforms. By analyzing misclassified accounts, we have
identified key features that contribute to the difficulty of bot detection. Our
approach combines feature engineering, machine learning using Random Forest,
and the interpretation of model predictions using SHAP values. Through clus-
tering techniques, we have uncovered patterns in feature contributions in order
to make the task of distinguishing between humans and bots less complex.
This analysis has focused primarily on X, but it’s important to note that
other platforms such as Instagram, Reddit or LinkedIn have received less research
attention and could also could also be a good avenue for future research.
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