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Abstract. This work deals with explainable artificial intelligence (XAI),
specifically focusing on improving the intelligibility of decision trees through
reliable and concise probabilistic explanations. Decision trees are popu-
lar because they are considered highly interpretable. Due to cognitive
limitations, abductive explanations can be too large to be interpretable
by human users. When this happens, decision trees are far from being
easily interpretable. In this context, our goal is to enhance the intel-
ligibility of decision trees by using probabilistic explanations. Drawing
inspiration from previous work on approximating probabilistic explana-
tions, we propose a greedy algorithm that enables us to derive concise
and reliable probabilistic explanations for decision trees. We provide a de-
tailed description of this algorithm and compare it to the state-of-the-art
SAT encoding, emphasizing the gains in intelligibility and highlighting
its empirical effectiveness.
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1 Introduction

Context. To explain a decision to someone is to provide the details or reasons
that help that person understand why such a decision was made. When decisions
are made by opaque machine learning (ML) models, such as random forests [1],
boosted trees [2], Markov networks, support vector machines (SVM), and deep
neural networks, generating explanations becomes a complex task. However, with
the increasing number of applications relying on machine learning techniques,
research in Explainable Artificial Intelligence (XAI) has become essential. It
aims to develop effective methods and approaches to interpret machine learning
models and explain the decisions made by these models. The XAI approaches
can generally be categorized as model-agnostic methods. For example, LIME (3],
SHAP [4], and Anchors [5], or formal approaches that provide abductive expla-
nations and sufficient reasons [6]. Model-agnostic methods present a significant
limitation in terms of the reliability of the explanations they generate. Indeed,
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it has been reported by [7] that an explanation ¢ can be consistent with different
predicted classes, which raises concerns about their reliability.

The XAI community has studied for Boolean classifiers and the problem of
generating sufficient reasons (and those of minimum-size) [17,8|. However, the
authors of [13] argued that, for practical applications, sufficient reasons may be
too rigid because they are specified under worst-case conditions. In other words, ¢
is a sufficient reason for x given a classifier C if each "completion" of ¢ is classified
by C in the same way as @. Sufficient reasons in general also have an important
limitation, namely, that these generated explanations can be of large size even
for the restricted classifier class of decision trees. It is important to keep in mind
that explanation is a social process [9,10], where users are human beings with
inherent cognitive limitations. In his seminal article [11], the psychologist G.
Miller introduced the idea of "chunking" objects by people (i.e., grouping them
into a unit) and asserted that, due to the limitations of human memory, the size
of chunks is limited to 7 &+ 2, and if this size exceeds 7 & 2, then the memory
does not memorize these objects well. A recent work has studied probabilistic
explanations as a mechanism to reduce the size of explanations and make them
more concise and suitable for explaining the real world [12], which is uncertain.
The decision problem involves checking whether x admits a d-probable reason
of size k under a Boolean function f, where f is specified as a CNF formula, is
NPPP_complete [12]. This result show that the problem is hard.

Motivation. Our goal is to improve the intelligibility of decision trees using
probabilistic explanations. We drew inspiration from previous work on approx-
imating probabilistic explanations [14]. This work is inspired by the results ob-
tained in [14]. Based on these results, we propose a greedy algorithm for generat-
ing concise and reliable probabilistic explanations for decision trees. We describe
this algorithm in detail and empirically compare it to the state-of-the-art SAT
encoding [13], highlighting the improvement in interpretability and emphasizing
its effectiveness.

Organization of the paper. We introduce the main terms and the model used
in the paper (Decision Trees), Orthogonal DNF, as well as sufficient reasons in
Section 2, and we provide detailed definitions of §-probable explanations 3. The
greedy algorithms used will be presented in detail in Section 4, while Section 5
will be devoted to experiments. We conclude this work in Section 6.

2 Decision Tree, Orthogonal DNF, Abductive Explanations

2.1 Formal preliminaries

For an integer n, let [n] be the set {1,...,n}. By F, we denote the class of
all Boolean functions from {0,1}"™ to {0,1}, and we use X,, = {z1,...,2,} to
denote the set of input Boolean variables, corresponding to the features under
consideration. Any assignment x € {0,1}" is called an instance. If f(x) =1 for
some f € F,, then x is called a model of f.
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We refer to f as a propositional formula when it is described using the
Boolean connectives A (conjunction), V (disjunction), and — (negation), together
with the Boolean constants 1 (true) and 0 (false). Other connectives, like ma-
terial implication — can also be considered. As usual, a literal ¢ is a variable
x; (a positive literal) or its negation —x;, also denoted T; (a negative literal).
z; and T; are complementary literals. A positive literal x; is associated with
a positive feature (i.e., z; is set to 1), while a negative literal T; is associated
with a negative feature (i.e., x; is set to 0). A term (or monomial) t is a con-
junction of literals, and a clause c is a disjunction of literals. A term is usually
viewed as a (conjunctively-interpreted) set of literals, while a clause is viewed
as a (disjunctively-interpreted) set of literals. A DNF formula is a disjunction
of terms and a CNF formula is a conjunction of clauses. Often, a DNF formula
is viewed as a (disjunctively-interpreted) set of terms, while a CNF formula is
viewed as a (conjunctively-interpreted) set of clauses. The set of variables oc-
curring in a formula f is denoted Var(f) (Lit(f) is the set of literals of f). A
formula f is consistent if and only if it has a model. A CNF formula is monotone
whenever every literal over a given variable in the formula has the same polarity
(i.e., whenever a literal occurs in the formula, the complementary literal has no
occurrence in the formula). A formula f; implies a formula fo, noted f; | fo,
if and only if every model of f; is a model of fs. Two formulae f; and fo are
equivalent, noted f; = fo whenever they have the same models.

Given an instance z € {0,1}", the corresponding term is defined as

n
t, = /\ x;* where ) =7; and x} = 25
i=1

A term t covers an instance z if t C t,. An implicant of a Boolean function
f is a term that implies f. A prime implicant of f is an implicant ¢ of f such
that no proper subset of ¢ is an implicant of f. Dually, an implicate of a Boolean
function f is a clause that is implied by f, and a prime implicate of f is an
implicate ¢ of f such that no proper subset of ¢ is an implicate of f.

A partial instance is a tuple y € {0,1, L}". Intuitively, if y[i] =L, then the
value of the i-th feature is undefined. Comp(y) denotes the set of completions
of y. We say that y is subsumed by « if it is possible to obtain y from x by
exchanging some undefined values with values from «, denoted x C y. We define

lyle =i e {L,....n} gyl =L}

2.2 Decision Tree

Binary Decision Tree. A (Binary) decision tree over X, is a binary tree T,
each of whose internal nodes is labeled with one of n input Boolean variables
from X,, and whose leaves are labeled 0 or 1. Every variable is assumed to
appear at most once on any root-to-leaf path (read-once property). The value
T(x) € {0,1} of T on an input instance x is given by the label of the leaf reached
from the root as follows: at each node, go to the left or right child depending
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on whether the input value of the corresponding variable is 0 or 1, respectively.
The size of T, denoted |T|, is given by the number of its nodes.

The class of decision trees over X,, is denoted DT,,. It is well-known that
any decision tree T' € DT,, can be transformed in linear time into an equivalent
disjunction of terms, denoted DNF(7T') (This DNF is an orthogonal DNF.), where
each term corresponds to a path from the root to a leaf labeled with 1. Dually, T’
can be transformed in linear time into a conjunction of clauses, denoted CNF(T),
where each clause is the negation of the term describing a path from the root to
a leaf labeled with 0 (see [15, 16]).

2.3 Orthogonal DNF

A classical problem in Boolean theory is to derive an orthogonal disjunctive
normal form of an arbitrary Boolean function. Let’s consider the DNF:

o=V Ao\ M

k=1 \i€A, jEByg
Where A, N B, = 0 for all k = 1,2,...,m. C}, = (/\iGAk T /\jeBk @) is the
k-th term of the DNF.

Definition 1 (Orthogonal DNF). A DNF of the form 1 is said to be orthogonal
if (Ax N B) U (A NBy) #0 forall k,l € {1,2,...,m} and k # L.

Proposition 1. Let ¢ be a orthogonal DNF of the form 1, then the number of its
models is equal to:

m m

w(g) =Y _ 2B =} Ty
k=1 k=1

where ay, = 2"~ 1AI1=IBkl for each term Cy, of the DNF formula .

Remark 1. For an instance « and a decision tree T' € DT,, such that T'(x) = 1, let
t be a subterm of t,. The conditioning of DNF(T') by a term ¢, denoted DNF(T) At,
remains a DNF orthogonal formula [20].

Ezxample 1. The decision tree of the figure 1 assigning bank loans using the
following features: x1: "has a permanent contract", xo: "less than 40 years old",
x3: "annual income greater than 35K", and x4: "repaid a previous loan".

A DNF representation of T" is given by :

DNF(T) = {x1 Az A3, T1ATaNT3ALy, T1NT3AT3NT,, X1 ATINAT3AL, TINT2AT3 }
Dually, a CNF representation of 7' is given by :

CNF(T) = {Z1 VT2 Va3V, T1VXaVTzVey, TIVIaVesVay, ©1 Vs, £1VT2VT3}

The DNF(T') is an orthogonal DNF because it satisfies definition 1, and the number
of models of DNF(T') (denoted ¢) is : w(¢) =21 +21 +20 420 + 20 =443 =7.
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Fig.1: A decision tree T for assigning bank loans over {z1, x2, x5, 24}

2.4 Abductive explanations

As a salient characteristic, decision trees provide a single explicit abductive ex-
planation for classifying any input instance @: its direct reason (denoted PT)
[15]. PT corresponding to the unique root-to-leaf path of 7' that is compatible
with @, i.e., the path-restricted explanation for & given T'. In general, this reason
differs from the instance itself (but may nevertheless coincide with it).

Another important notion of abductive explanations corresponds to the fol-
lowing concept of sufficient reason [17].

Definition 2 (Sufficient reason). Let T € DT, and x € {0,1}" such that
T(x) =1 (resp. T(x) = 0). A sufficient reason for x given T is a prime implicant
t of T (resp. =T) that covers T. A minimum-size sufficient reason for x given T
s a sufficient reason for x given T that contains a minimal number of literals.

Unlike sufficient reasons that are subset-minimal abductive explanations, di-
rect reasons may contain arbitrarily many redundant features.

Ezample 2. Given the tree T in figure 1, and for the instance = (1,1,1,1), we
observe that T'(z) = 1. The direct reason for = given T is pL = z1 A 22 A 3,
x1 N xq and x1 A x2 A z3 are two sufficient reasons for « given T'. z1 A x4 is the
unique minimum-size sufficient reason for « given T

Due to cognitive limitations, abductive explanations are often too large to be
interpretable, even for decision trees (see [16,15,18]). In these cases, we need to
reduce the size of abductive explanations while still determining the predicted
label with high probability. In the remainder of this article, we shed light on
probabilistic explanations.

3 Probabilistic Explanations

The concept of sufficient reason is often considered a natural concept for ex-
plaining the result of a classifier, but it imposes a strict restriction by requiring
that all completions of a partial instance be classified in the same way, and
these reasons can also be of large size. To relax this limitation, a probabilistic
generalization of explanations has been proposed by [12].
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Definition 3 (§-probable reason). Let § € (0,1], a §-probable reason for x
giwen a Boolean function f € F, such that f(x) =1 is a partial term t, such
that t, C t, and:

_ H{z€ Comp(y) | f(2) = f(=)}] _ h(y)

Pafz) [t t] = oIl = 20 ()

In the case where f is represented by a decision tree T, equation 2 can be
rewritten as:

w(p Aty)
21yl = 0 (3)
¢ =DNF(T) and t, = A", z¥*, ly|L = n — |y|, and w(¢ A ty) is the number of
models of ¢ A ty.

Ezample 3. Let T be the tree in figure 1, and let ® = (1,1,1,1) ( T'(z) = 1). We
observe that {(, .., =x1 Az2and ty,, .1 =1 Ax3 are %-probable reasons
for x given T, and t(,, ,,;3 = ¥1 A x4 is a 1-probable reason (sufficient reason).

We delve deeper into the computational challenges of probabilistic expla-
nations after an in-depth exploration of their fundamental concepts. To address
these challenges, we introduce a tailor-made greedy algorithm, offering a promis-
ing route to efficiently derive these explanations.

4 Greedy algorithms

The decision problem of determining whether & admits a d-probable reason of a
certain size k for a Boolean function f, where f is represented by a CNF formula,
is NPPP_complete [19], and NP-hard when f is a decision tree [13]. These results
demonstrate the difficulty of deriving a probabilistic explanation even for the
restricted class of decision trees. In this work, we focus on the restricted class of

decision trees. Indeed, a SAT encoding has been proposed by [13] to derive a J-
probable reason for  given T'. Our main motivation for using a greedy algorithm
to derive a probabilistic explanation stems from the fact that the time required
to obtain results using SAT encoding is high in many cases [14].

4.1 Greedy Algorithm

In the following, we propose a greedy algorithm to derive a set S based on
a set of features E C x of exactly size k < |E| (or at most size k) and a
confidence parameter § € (0,1] to be determined. For a decision tree T € DT,,
let ¢ = DNF(T'), we exploit the fact that this DNF is orthogonal [15] to perform
calculations in the least costly manner. The orthogonality of ¢ allows for counting
the models of T in linear time. Thus, verifying the inequality h(S) = wz(f,/\‘; ) >
can be performed in linear time. Below, we explicitly detail our greedy algorithm.

Algorithm 1 is an adapted version of the GA algorithm proposed in [14]. This
algorithm aims to find a probabilistic explanation of size k (or at most k) that
minimizes the classification error (maximizes the value of ) [14].
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Algorithm 1

Input: a tree T, a set E C @, and k < |E|

Output: a §*-probable reason

E « Lit(x), S < 0, ¢ < DNF(T) ; /*we define h(S) = 2¢A) ' B could be the

on—Ts] *

instance x, or pL (direct reason), or a subset I Cx */

forle{l,..,k} do
e «— argmax h(S U {e})
celE
S+— Su{e'}
E+— E—{e"}
§* = w(PpAtg)

n—k

return S, 4§

Proposition 2. For a decision tree T € DT,, and an instance x, algorithm 1
runs in O(k - n?|T|) time.

Ezample 4. For the tree in figure 1. Let @ = (1,1,1,1). We search a probable

reason of size k = 2. The steps of algorithm 1: x; =  argmax h({e})?, then
e€{z1,x2,23,74}
S={x1}and x4 = argmax h({z;}U{e}). Finally, we obtain S = {z1, 24} and
e€{z2,x3,24}
& = % = 1. Thus, algorithm 1 has captured a minimum-size sufficient

reason.

4.2 Deriving a d-probable reason

Finally, since algorithm 1 runs in linear time and typically captures a proba-
bilistic explanation with a reliable § parameter (maximum value for a limit size
k) in practice. In the following, we will slightly modify algorithm 1 to derive a
probabilistic explanation for the instance x given a decision tree T" and a confi-
dence parameter § € (0, 1]. It is also possible to compute a specific probabilistic
explanation based on a subset of features £ C «. To achieve this, we adjust the
input of algorithm 2 using the subset E as the input to algorithm 2.

5 Experiments

We conducted several experiments to evaluate the performance of our two algo-
rithms. Our objectives are as follows:

— Measure the exactitude of the results from algorithm 1 in computing a prob-
able reason of a certain size k and of size at most k. In particular, we com-
pared the value of 0* associated with the reason found by algorithm 1 to the
optimal value d,p¢ obtained through binary search of the SAT encoding [13].

! We recall that h is defined as h(S) = “;S?,A‘ij)
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Algorithm 2 Derivation of a d-probable reason
Input: a decision tree T, § € (0, 1], a subset F C @
Output: a d-probable reason
¢+ DNF(T), S+ 0 ; /*we recall h(S) = %*/
forl € {1,...,|E|} do
e* +— argmax h(S U {e})
celE

S+— Su{e'}

;,Sﬁ)l > 6 then
break

return S
E+— FE—{e'}

if

* _ w(pAtg)
o = on—15]

return S, 5"

— Evaluate the gain in intelligibility resulting from the emphasis on the size
of probabilistic explanations (computed using algorithm 2) compared to the
size of direct (PI), sufficient (SR) (and minimum-size (M R)) reasons for an
instance x given a decision tree T'. We found that algorithm 1 for computing
d-probable reasons is more efficient in terms of computation time than the
SAT method and can handle larger-scale problems where the SAT method
becomes inefficient in terms of computation time.

5.1 Experimental Protocol

We considered 32 datasets, which are standard benchmarks from the well-known
Kaggle?, OpenML?, and UCI* websites. Notably, mnist38 and mnist49 are sub-
sets of the mnist dataset. Categorical features were treated as arbitrary numbers.
As for numerical features, they were binarized using the decision tree learning
algorithm employed. Classification performances for 7, were measured as the
average accuracy achieved on a test set of over 150 instances. For decision tree
learning, we used the CART algorithm, specifically its implementation provided
by the Scikit-Learn library [21]. All hyperparameters were set to default.

For each dataset b, each decision tree Tj, and each instance x from the
corresponding test set, to assess the reliability of our algorithm, we computed
the 0* corresponding to a probable reason of size at most k. To do so, we started
by using the instance E = t,, then the direct reason £ = pl, and finally a
sufficient reason E = SR(x), which we compared to d,p: (see Table 1).

To compute a d,p: corresponding to a probable reason of exact size k, we per-
formed a binary search by extending the SAT encoding proposed by [13] to in-
clude the CNF encoding of the cardinality constraint (3, 2;) = k. Regarding

2 www.kaggle.com
3 WWw.openml.org
4 archive.ics.uci.edu/ml/
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dataset decision tree |Reason| |8opt — 6 SAT

*
algor |

name #F #I %A |T| Depth |pTY| |SR| |[MR| k te pT SR Time (s)
horse 29 299 84.44 34 13 6.0 6.6 5.2 5 0.0085 0.0004 0.0004 20,45

hungarian 13 294 68.54 62 12 6.0 58 4.9 5 0.008 0.002 0.002 5.53
primary. t 23 399 87.25 53 14 6.0 7.1 4.8 5 0.0294 0.0004 0.0004 17.25
mushroom 17 8124 100.0 20 7 5.0 4.7 4.4 50.0002 0.0002 0.0002 2.53
cars 21 406 97.54 30 10 44 5.5 4 4 0.0506 0.0026 0.0026 9.46

glass 31 214 83.08 36 11 69 84 6.4 5 0.009 0.0047 0.0051 3.82
placement 18 215 95.38 19 10 4.0 4.4 3.2 30.0001 0.0001 0.0001 0.72
spect 19 265 78.75 42 15 6.3 6.3 4.7 5 0.04 0.002 0.002 3.71
colic 40 368 80.18 55 13 8.0 10.2 7.5 6 0.0003 0.0002 0.0004 19.23
biomed 15 209 98.41 21 11 4.6 4.1 3.7 4 0.0004 0.0001 0.0001 0.67
student-por 30 649 91.79 33 9 50 6.3 4.9 40.0037 0.0007 0.0007 41.67
tic-tac-toe 9 958 97.92 83 9 5.8 4.8 4.4 40.0062 0.0005 0.0001 1.22
schizo 33 340 93.14 34 11 59 5.3 4.7 50.0019 0.0002 0.0002 4.53
vehicle 23 846 96.06 31 12 57 6.6 5.2 5 0.0005 0.0007 0.0006 3.34
balance 17 625 86.7 77 12 5.6 5.8 4.7 50.0048 0.0005 0.0005 13.17
compas 40 6172 66.14 570 20 11.1 94 6.6 7 0.006 0.006 0.006 1482.32
employee 63 4653 82.45 653 20 10.4 12.0 8.1 7 0.13 0.08 0.06 1314.84

fetal. h 93 2127 93.42 110 19 12.2 17.3 108 7 0.18 0.12 0.14 1125.83

Table 1: Statistics on the reliability of probabilistic explanations generated by
algorithm 1 and comparison with the SAT method

. _ . direct reason . . direct reason
. sufficient reason 200 mm sufficient reason
. minimal reason . minimal reason
75-probable reason 75-probable reason
50 = 50-probable reason | 175 = 50-probable reason
95-probable reason 95-probable reason

N ;?LT
F e - MaME

.

e

&

Fig. 2: Boxplots for "spambase" (left) and "compas" (right), representing the
sizes of direct reasons, sufficient reasons, minimum-size sufficient reasons, and
{75%, 90%, 95% }-probable reasons.

the dop¢ corresponding to a probable reason of size at most k, the SAT encoding is
also extended [13] by adding the clause Cg = {z; : (zg); = 1}V {7Z; : (xg); = 0}
to the CNF of the original encoding. The binary search was performed with an
error precision of 1072 and a time limit of 1800(s) by instance, which amounts
to 10 SAT calls. Regarding Table 2, it is noteworthy that the SAT encoding does
not scale due to memory consumption explosion. Therefore, for comparison (for
k = T7), we limited ourselves to starting from the direct reason. For the compu-
tation of d,p¢, we used an exact algorithm consisting of testing all combinations

;Sf% of subsets S of pL of exact size 7, and taking the maximum value.

To assess the improvement in intelligibility resulting from the emphasis
on the size of probabilistic explanations, we reported the sizes of a direct reason, a
sufficient reason for x given Ty, and a minimum-size sufficient reason for  given
Ty calculated using the PyXAT tool [22]. We then reported the computation
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times required to report ., using binary search of the SAT encoding. For this,
we used the Pysat library ®, which provides the implementation of the solver
GLUCOSE 4 (we set a time limit of 1800 seconds). And to calculate minimum-
size sufficient reasons, we used the Pysat library, which allows using the PARTIAL
MAXSAT solver RC2. This solver was run using the parameters corresponding
to the "Glucose" configuration.

All experiments were conducted on a computer equipped with an Intel(R)
Core(TM) 49 — 9900 processor running at 3.10 GHz and 64 GiB of memory.

5.2 Results

The table 1 presents an excerpt of our results for 18 datasets. The first column
gives the name of the dataset b. F' represents the number of binary features, I
the number of instances, % A the accuracy of tree Ty, |T| its size, and Depth rep-
resents the depth of the tree. The column |Reason| indicates the average size of
different calculated reasons: PL, |SR|, |M R| respectively represent the size of the
direct reason, the size of the sufficient reason, and the size of the minimum-size
sufficient reason. |dopt — daigo, | indicates the average error of § corresponding to
the reason returned by algorithm 1 for a size at most k, starting respectively from
the complete instance |t,|, from the direct reason |pZ|, and from the sufficient
reason |SR|. SAT indicates the average computation times of the dichotomous
search starting from the direct reason. The datasets in magenta indicate that the
1800 seconds time limit was reached at least once. We notice that the average
error |Jopt — dalgo, | is generally of the order of 1073, especially when the input to
the algorithm is pI' and SR. However, the accuracy slightly decreases when the
input is the complete instance . This shows that our greedy algorithm generally
finds a probable reason of size at most k& with the highest possible confidence
parameter 6. We also note that the error |dopt — daigo, | is high for datasets where
the time limit is exceeded (in magenta). This is because the dichotomous search
stopped before reaching a precision of e = 1073, In order to improve the intelligi-
bility of our explanations, we calculated, using algorithm 2 (figure 2), 6-probable
reasons for § = 0.75, § = 0.9, and § = 0.95. Our results show that probabilistic
explanations are generally more concise than abductive explanations, including
those of minimum-size ("minimum-size sufficient reasons").

Regarding the computation time required by the dichotomous search of the
SAT encoding, we noticed that this time was very high, reaching up to 25 minutes
in some cases, especially when the size of the tree |T'| is large (as in the case of
"Compas" and "Employee") or when the number of binary features is high (as in
the case of "Fetal. h"). We did not include the computation times of our greedy
algorithm, as the average time per instance required for all our experiments
does not exceed 0.5 second, demonstrating the computational efficiency of our
algorithm compared to the SAT encoding. It is interesting to note that probable
reasons of a certain size k (or at most k) offer users the possibility to control the

® https://pysathq.github.io/
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size of the explanation based on a subset of variables of their choice. It is also
essential to emphasize that these reasons are much more relevant to the user
than a randomly selected reason.

The results of our experiments in Table 2 highlight the difficulty of computing
probabilistic reasons using the SAT encoding, with the 1800-second time limit
consistently reached. We included datasets of large dimensions, for which the
SAT encoding fails to scale. We used the direct reason pl as input to algorithm
1 and set the output size to k = 7. We notice that algorithm 1 is very efficient
on these large datasets, and the error does not exceed the order of 1073, This
confirms the reliability of our results, as presented in Table 1. It is also worth
noting that this gives an advantage to our approach, especially when the SAT
encoding fails to scale.

Dataset |#1  |#F  |%A ||6opt — 67||PF] |
Gisette 5000 |7000 |98.56]0 21.42
Mnist38 13966|784 |95.44]0.0003  |17.89
Mnist49 13782784 |95.48|0 15.57
Christine 1636 5418 |61.25/0.001 9.47
Bank 41188(882 [89.49/0.0003 |13

Dexter 20000(600 [90.70(0 8.32
Gina-agnostic|970 |48842(85.84|0.0001  |9.84
Gina 970 [3468 (84.53/0.0001  |9.69
Farm-ads 54877|1543 [86.8 0.0003  |23.15
Cnae 1080 |856 |92.59(0.0006  [19.07
Dorothea 1150 |10° [91.8 |0 12.9
Adult 48842(2974 (81.16/0.001 16.43
Spambase 4601 (236 [92.11/0.0002 16.09
Ad-data 5000 |1023 [99.19]0 9.29

Table 2: Table of results for 14 datasets: number of instances I, number of binary
features F, accuracy %A, and average error of |d,,, — 0*| for k= 17.

To illustrate the gain in intelligibility achieved when transitioning from
abductive explanations (direct reasons and sufficient reasons) to probabilistic
reasons (d-probable reasons) for 150 instances, we created several box plots for
two datasets: "compas" (on the right), which illustrates the transition from direct
reasons to {75%, 90%, 95%}-probable reasons, and "spambase" (on the left),
which illustrates the transition from sufficient reasons to {75%, 90%, 95%}-
probable reasons. Figure 2 presents these box plots. We can observe a significant
reduction in the number of features used in direct reasons during the transition
to a 0.75-probable reason, as well as for sufficient reasons.

Finally, since the reduction in the size of reasons obtained by considering
75%-probable reasons compared to direct reasons and sufficient reasons seemed
significant, we also conducted additional experiments to gain a clearer view of
the reduction that can be achieved with variations in §. We calculated the sizes
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Fig.3: Average size of §-probable reasons as ¢ varies from 0.5 to 1 (sufficient
reasons) for the datasets "mnist38", "mnist49", and "gina".

of d-probable reasons for instances as § varies from 0.5 to 1. The figure presents
such plots for the datasets "mnist38", "mnist49", and "gina". As expected, we
can observe that the average size of §-probable reasons gradually increases as
¢ increases and stabilizes when the algorithm captures a sufficient reason. This
clearly demonstrates the gain in intelligibility obtained.

6 Conclusion

In this paper, we leveraged recent work on approximating probabilistic expla-
nations to enhance intelligibility, particularly in the context of decision trees.
By nature, probabilistic explanations cannot be larger than sufficient reasons,
but they prove to be valuable concepts for obtaining more understandable ex-
planations for human users. All these reasons are smaller than the instances
themselves. Although minimum-size sufficient reasons are the shortest abduc-
tive explanations possible. Our experiments showed that additional size reduc-
tion can be achieved with §-probable reasons. Furthermore, we find that our
greedy algorithm enables the derivation of reliable and concise probable reasons,
with remarkably low computational cost compared to the SAT method. We can
assert that deriving reliable probable reasons is considerably simplified using our
greedy algorithm, making the intelligibility gain they provide almost cost-free.
In our future work, we plan to investigate the approximation of probabilistic
explanations on other types of classifiers, namely random forests, boosted Trees.
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