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Abstract. Fuzzy fingerprints, derived from language model embeddings,
have shown promise in classification tasks. This paper extends their ap-
plication to information retrieval, using the well-established MS MARCO
dataset. We assess the performance of these fingerprints against dense
retrieval methods, particularly focusing on the use of both general and
retrieval-optimized encoders, and decreasing the vector sizes. Our find-
ings indicate that while fuzzy fingerprints may slightly underperform
compared to dense retrieval, their performance remains comparable, es-
pecially with smaller vector sizes. This suggests their potential as a mem-
ory efficient retrieval method, while also showcasing the significant data
representation capabilities inherent in the positions of embeddings.
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1 Introduction

Information retrieval (IR) is a pivotal aspect of our digital age, enabling users to
locate and access vast amounts of information efficiently. At its core, IR involves
the searching, retrieval, and ranking of information [8]. The advent of pretrained
language models has revolutionized IR by providing advanced embeddings that
capture the nuanced semantics of text [16]. The embeddings, tailored to optimize
similarity functions between relevant text pairs, often result in a vector space
whose interpretability is not immediately apparent. This inherent complexity
can obscure the semantic relationships encoded within the embeddings, mak-
ing it challenging to intuitively understand or interpret the underlying textual
similarities. Among other approaches are fuzzy fingerprints [9] – compact vector
representations derived from textual features, which have been shown to offer a
unique approach to text classification [17]. Furthermore, fuzzy fingerprints en-
hance interpretability through their design, which facilitates the examination of
the most significant positions within the embeddings, offering insights into what
the model deems most relevant [14].

This paper is the first to explore the use of fuzzy fingerprints as a tool for
retrieval tasks. In particular, we compute them based on the embeddings from
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two sources: RoBERTa [11], known for its robust performance in natural lan-
guage processing, and sentence-transformers [16,20], specifically fine-tuned for
IR and similarity search. We explore various methods of generating fuzzy fin-
gerprints from these models and conduct a comprehensive evaluation on the MS
MARCO dataset [13]. Our research presents the first in-depth analysis of fuzzy
fingerprints in the context of IR, highlighting their potential for enhancing the
interpretability of pretrained language model embeddings and offering a more
efficient approach to store the documents’ vector representation.

2 Background and Related Work

The evolution of information retrieval methodologies can be traced from tradi-
tional sparse retrieval methods [18], which emphasize term frequency and inverse
document frequency, to modern dense retrieval techniques [10]. Sparse retrieval,
although effective in certain contexts, often struggles with semantic intricacies.
Dense retrieval, powered by neural embeddings from pretrained language mod-
els like BERT [6] and GPT [2], addresses this by capturing deeper semantic
relationships, though at the cost of interpretability.

The interpretability of these embeddings remains a significant challenge.
While dense embeddings encapsulate rich semantic information, they often exist
in high-dimensional, abstract spaces that are difficult to decipher. This complex-
ity makes it challenging to intuitively understand the semantic similarities and
relationships encoded within the embeddings [1].

Fuzzy fingerprints [9], initially conceptualized for identification and classifi-
cation tasks [19,17], are constructed based on feature frequency, such as word
frequency in texts. For a given class, a composite fingerprint is derived from the
aggregate of individual document fingerprints within that class. During classi-
fication, the class is determined by comparing fingerprint similarity. Given the
resemblance of large-scale classification to information retrieval, where numerous
classes are akin to a vast array of documents, the application of fuzzy fingerprints
appears promising for information retrieval tasks. This approach suggests a nat-
ural extension of its utility beyond classification, adapting to the complexities
of retrieving relevant information from extensive datasets.

To access the performance of information retrieval systems, the MS MARCO
dataset [13] has emerged as a key resource [4]. It provides a comprehensive col-
lection of real-world queries and a solid framework for assessing both sparse
and dense retrieval methods, making it a pivotal tool in benchmarking the effi-
cacy of diverse retrieval strategies. Consequently, it is an excellent choice for our
analysis.

In summary, the field of information retrieval is at a pivotal juncture with
the integration of dense embeddings from pretrained language models and the
innovative application of fuzzy fingerprints. This integration promises to enhance
both the effectiveness and interpretability of retrieval systems.
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3 Methodology

This study investigates the application of fuzzy fingerprints in information re-
trieval, leveraging pretrained language models to generate the embeddings that
form the basis for their computation. Dense retrieval methodologies involve the
direct comparison of embeddings through the use of lightweight similarity func-
tions. However, in the context of fuzzy fingerprints, we will elaborate on the
algorithm employed for their computation and describe the methodology for
assessing similarity between two such fingerprints. Fuzzy fingerprints are dis-
tinguished by their flexibility in vector size, enabling an interesting comparison
with dense retrieval approaches utilizing vectors of reduced dimensionality.

3.1 Pretrained Language Models

Pretrained language models have revolutionized natural language processing
[6,15,2,3]. These models, trained on vast textual datasets, are adept at extract-
ing and understanding semantic features from text. A key characteristic of these
models is their ability to encode textual information into meaningful represen-
tations. Focusing on encoder models, they transform raw text into dense vectors
that encapsulate the underlying semantic information. This transformation al-
lows for a nuanced understanding and processing of language, far beyond simple
keyword matching [24].

3.2 Dense Retrieval using Embeddings

In the realm of information retrieval, embeddings are a critical component [12].
These vectors represent textual content, encapsulating its semantic core. Vari-
ous methods exist for generating embeddings, such as averaging the final layer
outputs of a language model or using the CLS token from models like BERT
[16]. In this setup, we employ a bi-encoder architecture, which processes texts
independently to produce embeddings. This contrasts with cross-encoders that
evaluate concatenated text pairs.

The essence of dense retrieval is calculating a similarity function between
these embeddings, using metrics like cosine similarity, dot product, or Euclidean
distance. The bi-encoder model efficiently scales for large datasets, making it
particularly relevant for tasks requiring extensive document comparisons. The
choice of similarity metric is tailored to the task’s specific needs and the char-
acteristics of the embeddings [16].

Training the encoder model to optimize similarity scores between similar
texts is crucial. This training process involves adjusting the model so that the
embeddings of texts with similar meanings are close to each other in the vector
space, according to the chosen similarity metric. This fine-tuning enhances the
model’s ability to accurately retrieve information based on semantic content,
rather than relying on superficial text matching [23].
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3.3 Fuzzy Fingerprints and Similarity

Fuzzy fingerprints derive from embeddings generated by pretrained language
models, capturing the semantic essence of text. Initially conceived for classifica-
tion tasks, fuzzy fingerprints were originally applied to aggregate class informa-
tion [9]. Contrasting with their initial application, our adaptation for information
retrieval purposes shifts the focus from broad class aggregates to the granularity
of individual documents. This change introduces a novel variant within the do-
main of fuzzy fingerprints, thus. naming it ”fuzzy retrieval fingerprints” would be
more appropriate. This adaptation tailors the methodology to meet the demands
of information retrieval by leveraging document-specific information.

Initially, the algorithm takes the absolute values of the embeddings vector
v to ensure all values are non-negative. The essence of this approach lies in
selecting the top-k elements of this transformed vector, which are deemed to be
the most critical features represented by the embeddings, since values close to
0 would not have a significant effect in the output. These elements are indexed,
and each is assigned a unique value calculated using a membership function,
which takes into account its position and the total size of the fingerprint, k.
This step ensures that the fingerprint captures the most prominent aspects of
the text’s semantic space, thus creating a fuzzy yet precise representation of its
content. The final output is a set of key-value pairs, where each key is an index
of a significant feature, and the value is its assigned membership value, forming
the Fuzzy Fingerprint ϕ of size k. In Algorithm 1 we detail their calculation.

Algorithm 1 Computation of Fuzzy Fingerprint from Embeddings

Require: Embeddings vector v, fingerprint size k
Ensure: Fuzzy fingerprint ϕ of size k
1: v′ ← abs(v)
2: Compute the top-k values of v′ to get indices I
3: ϕ← {}
4: n← 0
5: for each index i in I in decreasing order of value do
6: Append the pair (i, µ(n, k)) to ϕ
7: n← n+ 1
8: end for
9: return ϕ

As for the membership function required in the fuzzy fingerprints calculation,
we tried two variations, which we referred to as: decreasing and triangular. These
are described in Equations 1 and 2 and illustrated in Figure 1. Note that if the
size of the fingerprint is k = 1, then the membership value is always µ(n, 1) = 1.
The decreasing function was designed to prioritize the most significant positions
within the embeddings, enhancing their influence in the fingerprint. This takes
inspiration from the Pareto principle, giving more importance to initial positions.
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Conversely, the triangular function adopts a more balanced approach, empha-
sizing moderately significant positions while diminishing the impact of both the
highest and lowest extremes. The reason of this triangular function was that, for
some language models, we observed a higher variability in the middle positions
of the sorted embedding.
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Fig. 1: Membership functions used when calculating fuzzy fingerprints.

Finally, given two fingerprints ϕA and ϕB , we can compute their similarity
as formulated in 3, which basically consists in aggregating and normalizing the
intersection of 2 discrete fuzzy sets. This function employs the concept of the
fuzzy AND operation. The Gödel t-norm, or minimum operation, is chosen for
this purpose, aligning with established practices in fuzzy logic. However, other
t-norms are also viable alternatives.

sim(ϕA, ϕB) =
1∑k−1

j=0 µ(j, k)

∑
i∈IA∩IB

min(miA,miB) (3)

where IA and IB are the sets of indices of the top-k values of embeddings A and
B, and mi,a and mi,b are the membership values associated with the rank indices
that are present in both fingerprints. The first term is a normalizing factor that
corresponds to the sum of all membership values, such that the similarity score
is bounded between 0 and 1.
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Example 1. Suppose we have two vector embeddings obtained from two texts A
and B. We will compute the corresponding fuzzy fingerprints of size k = 3 using
Algorithm 1 with the decreasing membership function described in Equation 1
with a = 0.2. Then, we will compute the similarity between the two fingerprints
using Equation 3.

vA = [0.7,−0.5, 0.2,−0.8,−0.1] and vB = [0.0,−0.2, 0.1,−0.9, 0.1]

Following Algorithm 1 (and coloring common indices to facilitate):

1. v′
A = [0.7, 0.5, 0.2, 0.8, 0.1] and v′

B = [0.0, 0.2, 0.1, 0.9, 0.1]

2. top-3A = {0.8, 0.7, 0.5} and top-3B = {0.9, 0.2, 0.1}
3. IA = {3, 0, 1} and IB = {3, 1, 2}
4. ϕA = {(3, µ(0, 3)), (0, µ(1, 3)), (1, µ(2, 3))}

ϕB = {(3, µ(0, 3)), (1, µ(1, 3), (2, µ(2, 3))}
5. ϕA = {(3, 1.0000), (0, 0.1667), (1, 0.0833)}

ϕB = {(3, 1.0000), (1, 0.1667), (2, 0.0833)}

And then using Equation 3 to calculate the similarity:

sim(ϕA, ϕB) =
1

µ(0, 3) + µ(1, 3) + µ(2, 3)

∑
(i,n):i∈{3,0,1}∩{3,1,2}

min{µA(n, 3), µB(n, 3)}

≈ 1

1.0000 + 0.1667 + 0.0833
(min{µ(0, 3), µ(0, 3)}+min{µ(2, 3), µ(1, 3)})

≈ 0.8667

3.4 Reducing vector size

We previously describe two distinct approaches for information retrieval: com-
puting a similarity score directly from embeddings or using fuzzy fingerprints.
Each approach has its own advantages and trade-offs, making them suitable for
different scenarios based on the specific requirements of the task at hand. One
important factor is the efficiency of each approach, which can be directly in-
fluenced by the size of the involved vectors. We aim to assess the performance
implications of employing reduced vector sizes in retrieval tasks—innately facili-
tated by the design of fuzzy fingerprints and achieved for dense retrieval through
post-hoc dimensionality reduction using Principal Component Analysis (PCA).

Dense Retrieval In dense retrieval, reducing the size of embedding vectors is a
crucial task, and several strategies exist for this purpose [22]. A possibly highly
effective, though computationally expensive, method involves introducing a lin-
ear layer after the encoder to project the embedding into a smaller dimension.
This layer reduces the dimensionality of the vectors, and the entire system is
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then trained to optimize the similarity function between these compressed em-
beddings. While effective, this approach is computationally expensive due to the
additional extensive training required.

Another, more expedient approach is to use Principal Component Analysis
(PCA) [7]. PCA reduction involves computing a transformation matrix using the
embeddings of a large set of documents and then applying this transformation to
both the query and document embeddings. This method, while faster, may not
always preserve the fine-grained semantic relationships as effectively as the linear
layer approach. It also requires computing the embeddings of all the documents
in order to obtain the transformation.

Fuzzy Fingerprints For fuzzy fingerprints, the process of reducing the size
of the vector is more straightforward. The reduction is achieved by simply ad-
justing the parameter k in the top-k selection process of the embedding. This
approach directly controls the granularity of the fingerprint, balancing between
detail and computational efficiency. The smaller k is, the less detailed but more
computationally efficient the fingerprint becomes. This method provides a sim-
ple yet flexible way to manage the trade-off between the fidelity of the semantic
representation and the computational resources required. Moreover, it is some-
thing that can be decided on-the-fly, that is, without the need of processing the
entire set of documents.

4 Experimental Setup

Our experiments will focus on evaluating the performance of fuzzy fingerprints in
relevant passage retrieval. We will try embeddings from different models, differ-
ent membership functions, and varying the size of the fingerprints. Additionally,
we will analyze how the performance compares with dense retrieval.

4.1 Dataset

The experimental framework for evaluating dense retrieval and fuzzy fingerprints
is designed around the MS MARCO dataset [13], accessed through the BeIR
benchmark [21] – Table 1. This is a large-scale dataset that gathers questions
or short keyword-based queries, collected from real Bing searches, and focus
on relevant passage retrieval. Additionally, it contains an official training set of
query-passage pairs for fine-tuning.

Table 1: Technical details about the evaluated dataset.

Dataset # passages # queries # train pairs

MS MARCO 8,841,823 6,980 532,761
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Besides queries and documents, this dataset also contains qrels, which are
records of what documents are relevant to each query. Listing 1.1 illustrates the
structure of this dataset.

Listing 1.1: Mock example of the MS MARCO dataset.

1 corpus = {
2 "doc1" : {
3 "title": "Albert Einstein",
4 "text": "Albert Einstein was a German -born theoretical physicist

(...)"
5 },
6 "doc2" : {
7 "title": "",
8 "text": "Wheat beer is a top -fermented beer which is (...)"
9 },

10 }
11

12 queries = {
13 "q1" : "Who developed the mass -energy equivalence formula ?",
14 "q2" : "Which beer is brewed with a large proportion of wheat?"
15 }
16

17 qrels = {
18 "q1" : {"doc1": 1},
19 "q2" : {"doc2": 1},
20 }

4.2 Encoder Models

As an off-the-shelf encoder model, we try RoBERTa [11], a Transformer model
pretrained with the masked language modeling (MLM) objective in English text.
As this model is not specifically optimized for retrieval tasks, its performance
serves as a baseline, reflecting general encoder capabilities without retrieval-
specific tuning.

As for the model optimized retrieval, we used one of the top models from
Sentence Transformers [16]. This model started from the pretrained model MP-
Net [20] and was fine-tuned with a contrastive learning objective: a sentence pair
is mixed with other randomly sample sentences and the model should match the
original pair. This model is expected to demonstrate superior performance in
retrieval tasks, thanks to its fine-tuning. Table 2 summarizes some details about
these models.

Table 2: Technical details about the evaluated encoder models.

Model # parameters embedding size pooling retrieval fine-tuning

roberta-base 125M 768 CLS ✗

multi-qa-mpnet-base-dot-v1 110M 768 CLS ✓
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4.3 Embeddings and Fuzzy Fingerprints Specifications

Both models generate embeddings based on the CLS token vector representation.
This choice is driven by the CLS token’s design to capture the essence of the
entire input sequence [6].

For evaluating dense retrieval, we consider two similarity measures to com-
pare embeddings: cosine similarity and dot product. For the model specifically
fine-tuned for retrieval, the authors recommend the dot product as a suitable
scoring function.

As for the fuzzy fingerprints, which are derived from the CLS token, we
consider both the decreasing and the triangular membership functions. Addi-
tionally, we tested different variation by changing the a parameter described in
Equations 1 and 2.

4.4 Performance Metrics

To evaluate the retrieval performance in our experiments, the main metric was
mean average precision (mAP) [25]. This metric offers a comprehensive view of
retrieval effectiveness across different query-document pairs and can be calcu-
lated as:

mAP =
1

Nq

∑
q∈queries

1

Nrd

Nd∑
n=1

P (n)r(n) (4)

where Nq is the total number of queries, Nrd is the number of relevant documents
for query q, Nd is the total number of documents, P (n) is the precision at n,
and r(n) is the relevance of the nth retrieved document (1 if relevant and 0 if
not relevant).

Additionally, the Spearman correlation coefficient [5] is calculated between
the scores derived from the sentence-transformers model and the other meth-
ods. This approach assumes as reference the scores obtained with the sentence-
transformers model using dot product, therefore, the Spearman correlation with
itself will be 1 and all the others lower than 1.

5 Results and Discussion

5.1 Comparative analysis of dense and fuzzy fingerprint retrieval

Our first experiments used the embeddings of RoBERTa and compared the per-
formance of using cosine similarity or dot product operations for dense retrieval
against using fuzzy fingerprints. Additionally, for the fuzzy fingerprints, we ex-
perimented with different membership functions, which we present in Table 3.

Since RoBERTa was not specifically fine-tuned for retrieval, its embeddings
are not particularly good for information retrieval. Although this encoder model
exhibits good semantic representations in other applications, since the queries
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Table 3: Evaluation of RoBERTa model for retrieval on the MS MARCO dataset.
Embedding and fingerprint of size k = 768.

Model Method Membership function a mAP Correlation with DP
ro
b
er
ta
-b
a
se

cosine similarity - - 0,0124 0,1198
dot product - - 0,0054 0,05484

fuzzy fingerprint decreasing 0,9 0,0101 0,1146
fuzzy fingerprint decreasing 0,5 0,0164 0,1746
fuzzy fingerprint decreasing 0,2 0,0147 0,1568
fuzzy fingerprint decreasing 0,1 0,0119 0,1314
fuzzy fingerprint triangular 0,5 0,0119 0,0899
fuzzy fingerprint triangular 0,2 0,0151 0,1561
fuzzy fingerprint triangular 0,1 0,0160 0,1781

and passages of MS MARCO are very different (see Listing 1.1), the embed-
dings are unavoidably too different. Although the scores were very low for both
models, the fuzzy fingerprints showed slightly higher values, which may indicate
a promising potential when no specific training of the encoder model occurred.
By replacing the encoder with one that was optimized for retrieval, the retrieval
performance was readily improved, as is shown in Table 4. Since this model was
optimized with dot product scoring, that was the function we selected for dense
retrieval. Note, once again, that the Spearman correlation of the first entry is 1
because it is also the reference.

Table 4: Evaluation of Sentence Transformers model for retrieval on the MS
MARCO dataset. Embedding and fingerprint of size k = 768.

Model Method Membership function a mAP Correlation with DP

m
u
lt
i-
q
a
-m

p
n
et
-

-b
a
se
-d
o
t-
v
1

dot product - - 0,2595 1
fuzzy fingerprint decreasing 0,9 0,0734 0,1304
fuzzy fingerprint decreasing 0,5 0,2231 0,2619
fuzzy fingerprint decreasing 0,2 0,2374 0,3123
fuzzy fingerprint decreasing 0,1 0,2265 0,3268
fuzzy fingerprint triangular 0,5 0,0534 0,0931
fuzzy fingerprint triangular 0,2 0,0539 0,0856
fuzzy fingerprint triangular 0,1 0,1185 0,1358

The information retrieval performance of fuzzy fingerprints changed drasti-
cally with the membership function used. Nonetheless, for the decreasing mem-
bership function with a ∼ 0.2 the mAP scores were comparable to those of dense
retrieval performed with dot product between embeddings. These results indi-
cate that the values of the embedding vectors are not as relevant and meaningful
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for information retrieval tasks. From our results, the most excited positions of
the embedding already contain enough information for the similarity search.

Despite the overhead in calculating the fingerprints, these actually obtained a
good retrieval performance. This approach could be utilized for a more memory
efficient alternative to embeddings. Since they only consider the positions and
not the values, the stored vectors could be represented by smaller integer values:
we only need 756 positions instead of 756 float values.

5.2 Reducing vector size

To evaluate how efficient the embeddings and fuzzy fingerprints are in retaining
information about the semantics of each document and query, we did an ex-
periment where we decreased the size of the embedding vectors used for dense
retrieval (using PCA reduction) and of the fuzzy fingerprints, which we report
in Figure 2.
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(a) Mean average precision scores.
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Fig. 2: Evaluation on how the vector and fingerprint sizes affect the retrieval
performance. The fuzzy fingerprints used the decreasing membership function
and a = 0.2.

As expected, the performance of both approaches decreased as the vector
size decreased. Nonetheless, the embedding vectors retained more information
for smaller vector sizes, which might be attributed to the efficiency of the PCA
reduction in keeping the separation between points in the embedding space.
Interestingly, for vector sizes equal or smaller than 8, the performance of dense
retrieval using the dot product and fuzzy fingerprints, measured with the mAP
score, is practically equivalent.
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6 Conclusion and Future Work

In this work, we explored applying fuzzy fingerprints in the domain of informa-
tion retrieval. Our methodology involved a comparative analysis against tradi-
tional dense retrieval methods, specifically focusing on the dot product between
embeddings. The MS MARCO dataset, a renowned benchmark in this field,
served as our evaluation platform. We utilized two distinct encoder models for
this purpose: RoBERTa, and a model from the Sentence Transformers that was
specifically fine-tuned for retrieval.

Our findings reveal that when employing the general encoder model RoBERTa,
fuzzy fingerprints exhibited a slightly superior performance compared to conven-
tional dense retrieval. This outcome hints at the untapped potential of fuzzy fin-
gerprints, particularly in scenarios where general encoder models are in play. In
contrast, for the model fine-tuned for retrieval, the expected better performance
of dense retrieval was observed. However, it is noteworthy that fuzzy fingerprints
still managed to deliver comparable results, despite encapsulating significantly
less information. This aspect underscores the efficiency of fuzzy fingerprints, po-
sitioning them as a viable, memory-efficient alternative to full embeddings in
certain contexts. A critical observation from our study is the impact of reducing
the size of fingerprints and embeddings. As anticipated, a decrease in size cor-
related with a diminished performance. However, a point of convergence in the
retrieval performance was noted for sizes equal to or less than 8. It is also note-
worthy that the size of fuzzy fingerprints can be changed on demand without
any additional computation, while to reduce the size of the embeddings used for
dense retrieval it was necessary to process the entire set of documents for the
PCA reduction.

As future work, it would be relevant to investigate the application of fuzzy
fingerprints across diverse information retrieval datasets, spanning various do-
mains. This would provide a broader understanding of their adaptability and
effectiveness. Moreover, it would be very interesting to optimize the embeddings
specifically for fingerprint similarity. Given the non-differentiable nature of fuzzy
fingerprints, one potential pathway could involve the utilization of genetic algo-
rithms. This way, fuzzy fingerprints could be compared against dense retrieval
using embeddings in a fairer setting.
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